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INTRODUCTION

Accidents are rare events. Almost all trips in traffic end without real safety problems. However,
because of the enormous amount of trips by motorized vehicles, the total outcome in numbers of
accidents, fatalities and injuries each year show that the development of this mode of
transportation causes an enormous traffic safety problem for the European Community.

It has been the policy for a long time, to wait and see what happens during the development of
this transport system and to intervene only when safety problems arose. Such a policy seems
justified, because safety as such is not measurable and only the lack of safety can be established
afterwards when it becomes evident from the accidents that occur.

This policy is supported by the view that accidents are the outcome of a random process and that
their occurrence is just a matter of bad luck. The occurrence of each particular accident proves
indeed that accidents may occur under those particular conditions, but do not indicate how
probable such accidents are. Because accidents are rare events and accident conditions rather
complicated, it is very difficult to give an unambiguous explanation for their cause or to give a
reliable estimate from accidents in the past, of the probability of a particular type of accident in
the future.

This rather fatalistic attitude regarding traffic safety is in great contrast with the policy concerning
the safety of the railway system or traffic by airplane. The attitude in those cases is that each
accident proves that the system is not completely fail-safe and that the system should be
investigated, in order to exclude the possibility of such a safety breakdown of the system in the
future. Furthermore, analyses take place before the system is implemented and not only when
accidents actually occur. Systems must be proven safe, before implemented. The seriousness of the
traffic safety problem and the awareness of this exceptional situation for traffic safety on the road
is leading more and more to an attitude change of politicians. Safety should be an integral part of
the further development and implementation of the traffic system on the road.

Applied to ATT-systems developed within the DRIVE programme, this implies that the evaluation
of systems on safety should not be restricted to a check whether such a system has a significant
effect on the number of accidents after implementation or not, but also whether a safety evaluation
of the system by means of an analysis of its structure shows that safety is guaranteed before
implementation. DRIVE office has acknowledged the importance of a broader safety evaluation. A
special DRIVE Safety Task Force has made a blueprint for such an evaluation in: "Guidelines on
System Safety, Man-Machine Interaction and Traffic Safety”, DRIVE Central Office, June 1991.
Especially ATT-systems for road traffic are systems to be used by many different users. The
safety of such systems is highly dependent on how the system is used. The links between the
system and its users, together with the total context of its use in the traffic system, should
therefore be a major issue for the safety evaluation.

For this purpose, the use of accidents is limited. Grayson and Hakkert (1987) state:

"The record of routinely police-reported accidents can form the basis for statistical information,

but are of little use in accident analysis due to their limitations, inaccuracies and incompleteness.
To understand the complex nature of the accident, new techniques in accident investigation have
evolved. One of these is the use of multi-disciplinary teams to conduct in-depth and on-the-spot

accident investigations. Another major development concerns the use of observations of conflict

behaviour that may lead to near accidents or accidents." (page 27). And:



"The in-depth study is a valuable tool to gain experience in the understanding of the accident
process, but it is extremely difficult to quantify and translate findings to police recommendations
on countermeasures.” (page 44). They remark that such studies are very expensive and that
alternative means of understanding the accident process are given with the application of
behavioural observation and traffic conflict techniques . As a basis for the application of these
techniques, they refer to the plausible notion that:

"... there exists a safety continuum of events that range from normal ’safe’ driving through to
accident and injury. The continuum lies on what might be termed the ’critical’ dimension, since it
moves from basic manoeuvres to proximity, precautionary manoeuvres, encounters, conflicts,
serious conflicts, collisions and culminates in injuries, which can include fatalities.” (page 46).
They also refer to the ’safety pyramid’, a concept coined by Hyden (1987). For this concept, see
Chapter X.1.

Accidents are the final indicators for safety problems. Other indicators, related to the functioning
of the system, can be used to prevent the system from showing such serious safety defects. A
safety inspection of the system at the stage of development may prevent the designers from failures
in the design stage.

HOPES will offer expert knowledge and prepare guidelines for the application of safety analyses.
This report entails guidelines for retrospective safety analyses. It contains information on how to
design safety evaluation studies, how to perform safety analyses once the system is implemented
and addresses a number of pitfalls to be avoided if such an analysis is carried out. Guidelines for
prospective safety analysis and for the evaluation of the safety aspects of the user-interface are
given in other HOPES deliverables.

Part A of this report deals with theoretical issues, such as the definition of safety and safety
related concepts, the context of traffic behaviour, safety aspects to look at when planning a safety
analysis, the design of such studies and the available methods for evaluation.

Part B deals with available tools for retrospective safety analyses, such as accident analysis
techniques, time related models, in-depth accident studies, conflict analysis and behavioural
techniques, including in-car observations, interviews and questionnaires.
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I. CONCEPTS AND DEFINITIONS

Siem Oppe

1.1 Traffic Safety

The term "traffic safety" is used in various ways by different people. The use depends often on
one’s point of view or the context of the questions to be answered.

If a politician is asking for the level of traffic safety, he probably wants to know the number of
accidents in a particular year.

For an averaged citizen traffic safety refers to the danger for him, his family and the
neighbourhood, when going out into the street, walking, cycling or going by car. In this case it is
not the total number of accidents that have occurred that is important, but the probability of
getting involved in an accident.

The politician will answer that his interest in the accident history is only triggered by his intention
to prevent the members of the community from getting involved in accidents in the future. The
citizen on the other hand, if he has to convince the local authorities that his neighbourhood is not
safe, will look at past experiences to defend his claim.

Although there seems to be no contradiction, it is still important to bear in mind the different
approaches towards traffic safety.

The policy maker will look at safety from the angle of public control, expressed in general,
abstract quantities. The individual citizen will describe safety problems subjectively, with
emotional involvement. The more close to the public a policy maker will stand, the more he will
be confronted with emotions combined with the threat from traffic as experienced by the citizens.
E.g. a councillor of a small village has to take this emotional aspect into account in his policy.

At an extreme level of public control, traffic safety can be described rationally and emotionless in
terms of numbers and explained as the result of a sub-optimal functioning transport system,
without any human value expressed in it. An extreme subjective approach may be directed more to
the feelings of unsafety of the citizens than to the real dangers caused by traffic.

Traffic safety is not only a quality aspect of the transport system that asks for a solution within the
transport system itself, but it is also a part of the total wellbeing of a nation, asking for a solution
at a higher level. It is not just safety, but also the other negative aspects of the transport system
such as pollution and traffic congestion that threaten the wellbeing of the population as a whole
even on a world wide scale. From a political point of view it may indeed be necessary to counter
balance the interests concerned with the development of the traffic system. From a systems control
point of view, the management of the traffic system may become more complicated, when
decisions are taken at different points. The design and control of motorways and of the primary
road system are still regarded to be in the area of traffic systems control, an engineering job.
However, the discussions on the priority setting for the private and the public transport system
become more and more a general political issue. For the safety management in built-up areas there
is a tendency towards more self control for the local governments.

In order to get a good picture of the complete safety problem, it is helpful to distinguish between
three aspects:

(i) the threat to the individuals by the traffic on the roads caused by the many accidents that occur;
(ii) the feelings and behaviour of these individuals evoked by this threat; and (iii) the value
attached to these two aspects by the community. Given this background, the level of safety of a
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transport system can be described by the amount of threat imposed on its users, resulting from the
risk to get involved in a accident, with all its consequences.

This description should not be seen as a definition, because it is not completely unambiguous and
has to be made more precise. E.g., it is not determined how to define threat. If we identify it with
the amount of expected loss, then this loss at a particular accident may still be valued differently
by the individuals involved and by the society as a whole.

The description of safety is deliberately kept rather vague and not phrased in terms of a
quantitative measure of the transport system, such as the total number of accidents, fatalities or
injuries. Firstly, because traffic safety regards more than quantities; it also regards the value
attached to these quantities. Secondly, expected loss does not refer to the observed accidents of the
past, but to the situation in the future. What matters is not how to describe the unsafe situations,
but how to solve the safety problems. What kind of information from the past should be used to
make the best decisions for the members of the society of tomorrow.

It will be shown that treating safety in the context of risk has a number of advantages with regard
to safety actions. And, although it focuses on the risk for individual road users, it will have no
restrictions for an objective approach towards safety, nor will it restrain the possibilities of an
optimal safety solution for the community as a whole.

1.2 Subjective safety.

Thus far, we have tried to stress the relation between safety and the individual. To do this, people
sometimes use the expression "subjective safety”, to distinguish it from "objective safety"”, safety
as measured in accidents.

The term "subjective safety" has a signalling function. It is used to stress the fact that the safety
problem is not a statistical entity, but a problem for the individual citizen in the first place.
Therefore the expression is functional and also effective in the discussion about safety between
politicians and administrators on the one hand and the citizens on the other. However, the use also
has negative aspects.

The phrase "subjective safety"” suggests that there also is something else, called "objective safety”
that should be distinguished from it. This suggestion is counter productive. It often tends to move
authorities to ignore legitimate safety claims, by regarding them as unreliable and based on
feelings instead of hard facts.

This is caused by the fact that the phrase "subjective safety" is used for a number of subjective
aspects related to safety. Sometimes it is used to indicate the subjective estimate of the accident
probability. An estimate derived from ones own experiences and not from systematically collected
information. Sometimes it is used to indicate emotions resulting from accidents that took place or
could occur. Sometimes it denotes the difference in evaluating the outcomes of particular types of
accidents. Sometimes it refers to the effect of experiencing, evaluating and estimating safety on the
behaviour of individuals and by that on safety itself.

Given this possible confusion it seems better not to use the expression "subjective safety” and to
describe more explicitly which aspect of safety is meant. To cover the impact of the dangers on
the road users, we have to specify expected loss such, that the threat traffic imposes on the
individual is included. The other negative aspects imposed on the individual, such as noise,
pollution etc. are not part of traffic safety as defined here, although the health of people may be at
risk.

A safety policy should primarily be aimed at the well-being of the citizens and only secondarily at
the improvement of the transport system. It is therefore important for a traffic safety policy to
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have its objectives specified such, that its expected effect on the various types of accidents and
their outcomes, include the emotions that are evoked. The safety policy of the central government,
as well as that of the local authorities, should be directed towards the reduction or removal of this
threat imposed by traffic on the individuals, although the aims at a higher level of control need to
be formulated more abstract and more aggregated and concerned with more global quantifiers.
Quantifications are recommended particularly if safety goals have to be stated or the effect of
safety programmes need to be established.

1.3 Traffic risk.

The term "traffic risk" is often used instead of traffic safety. As is the case with traffic safety,
different interpretations are given to the concept of traffic risk. Sometimes it is used as a synonym
for danger, sometimes to denote the probability of an accident or instead of "accident rate".
Globally speaking the term is used for the expectation of an unwanted event, or series of events,
and their negative consequences. Threat is the keyword in safety. For risk this is the total of the
negative outcomes to be expected, the expected loss. Loss is not meant to stand for economical
loss, expressed in an amount of money. The loss on other dimensions, more correlated with well-
being than well-fare are primarily involved. We will often restrict the term traffic risk to expected
loss in terms of loss of life or amount and seriousness of injury.

However, even in those cases it must be clear that the context of decision making is the broader
one, in which actual decisions of road users will depend on all other kinds of losses and benefits
too. Depending on the situation (passengers present in the car, time stress on the trip, weather
conditions etc.), safety will be weighed against time loss, comfort etc. Here again, we may focus
our attention on the collective aspect, the estimated total costs of accidents, but to understand the
outcomes we must realize that the total risk is the cumulation of individual risks.

In decision theory, risk is always defined in relation to an acting individual, who has to make a
decision. In doing this, he can select from a number of alternative choices.

The risk involved for yourself and others when overtaking another vehicle while driving a car, the
risk for parents to let their children go to school at their own (they could have accompanied them),
the risk for a road administrator to select a wrong safety measure at an intersection. The risk of an
insurance company to include motorcyclists.

In all these examples risk refers to the expected negative outcomes of possible accidents given
some action, although the examples show an increasing level of abstraction. There is a
fundamental difference between the first example and the others. In the first example the acting
person is the road user himself. The other cases are examples of indirect risk controllers at various
levels of control.

The negative outcome of a decision taken, is measured in the end by the resulting loss of control
at the basic level, the behaviour of the child, the road users at the intersection, the behaviour of
the insured motorcyclist.

Although risk can be defined in relation to a number of actors, it is important to realize that there
is a basic level of control for the road users themselves. Many miscalculations regarding the
expected benefits of safety measures result from ignoring the final decisions taken at the basic
level of control. In order to calculate aggregated risk, one must always incorporate the context of
decision making of the individual road user.
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1.4 Mobility.

Without traffic, there are no traffic accidents and therefore no safety problems. The benefits of
motorized traffic are for almost all of us substantial enough to accept the risks that result from
taking part in it. It is regarded to be a serious problem, that elderly people are restricted in their
mobility because of the dangers. The unsafety in traffic is the result of the way in which we all
together accomplish our necessary travelling. The negative outcomes of this need for mobility,
particularly the accidents, are weighted against the profits of it.

The more we travel, the higher the probability of an accident. A higher mobility generally results
in more accidents. But not only the total number of trips or the total distance travelled is important
for traffic safety, also the way in which we travel. Vehicle choice, the choice of route, the time of
day and the circumstances under which we travel have there effects.

For the individual road user the risk changes when the amount of traffic changes. Therefore, the
amount of risk not only increases by an increased number of trips, but also the risk per trip
increases if one is more often confronted with dangerous situations. In general, this will result in
an adaptation of traffic behaviour in order to reduce the risks in the new situation. Therefore, it is
not easy to tell what the effect of a changing mobility is on traffic safety.

Traffic safety is none the less highly dependent on the amount of traffic and changes in the traffic
system. These changes include the distribution of traffic over the network, over the traffic modes
and hours of the day; furthermore, the changes in car park, the construction of roads, the effect of
the availability of vehicles and roads on their use, the population composition, economical affairs,
environmental planning etc.

As will be shown later, the total number of fatalities in a country, can be predicted for over 90%
from the total amount of traffic volume. Therefore, knowing the development of the traffic system
and the total amount of traffic in a particular year, will give us a fairly good indication of the total
number of accidents that will result.

However, the development and changes in the transport system cannot be forecasted easily. The
development of the transport system is part of the development of the total economic and social
system. There is little knowledge of these relations. Most of the forecasts are resulting from
mobility scenarios instead of articulated models for prediction. And although the amount of safety
for a country as a whole can be predicted rather well from the amount of traffic volume, little is
known about the precise effects of changes in mobility on traffic safety at a disaggregated level. It
is even not well known what methodology to use in order to establish these relations.

1.5 The accident.

Traffic safety research is concerned with the occurrence of accidents and their consequences.
Object of research is therefore the accident. One of the major problems in the study of accidents
is, that the actual occurrence of accidents is hardly ever observed by the researcher.

Investigating a traffic accident he will try to reconstruct the event from indirect sources such as the
information given by the road users involved or by eye-witnesses, about the circumstances, the
characteristics of the vehicles, the road and the drivers.

As such this is not unique in science, there are more examples of an indirect study of the object of
research.

However, a second difficulty is, that the object of research cannot be evoked. Systematic research
by means of controlled experiments is only possible for aspects of the problem, not for the
problem itself.
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The combination of indirect observation and lack of systematic control make it very difficult for
the investigator to detect which factors, under what circumstances cause an accident. Although the
researcher is primarily interested in the process leading to accidents, he has almost exclusively
information about the consequences, the product of it, the accident.

Furthermore, the context of accidents is complicated. Globally speaking, the following aspects can
be distinguished. Given some state of the traffic system, the amount of traffic volumes, traffic
composition, the manoeuvres of the road users, their speeds, circumstances according to weather
conditions, the condition of the road, the vehicles, the road users and their interactions, accidents
can or cannot be prevented.

Given an accident, also depending on a large number of factors, such as the speeds and masses of
vehicles, the collision angle, the protection of road users and their vulnerability, the location of
impact etc., injuries are more or less severe or the material damage is more or less substantial.
Although these aspects cannot be studied independently, from a theoretical point of view it has
advantages to distinguish the number of situations in traffic that are potentially dangerous, from
the probability of having an accident given such a potentially dangerous situation and also from the
resulting outcome, given a particular accident.

This conceptual framework is the general basis for the formulation of risk regarding the decisions
of individual road users as well as the decisions of controllers at higher levels. In the mathematical
formulation of risk we need an explicit description of our probability space, consisting of the
elementary events (the situations) that may result in accidents, the probability for each type of
event to end up in an accident, and finally the particular outcome, given that type of accident.

In order to speak scientifically about the probability of an accident, it is necessary to make the
rather vague and implicit assumptions clear and precise. We need to specify the probability space,
existing of all possible events on which the accident probabilities are defined. Otherwise it is not
possible to find out to what extent people are exposed to the risk of having an accident.

1.6 Exposure.

The concept of "exposure" and the definition of measures of exposure are directly related to the
specification of the probability space for road accidents. To estimate the total risk for an individual
trip as well as for an aggregate of trips, or parts of them, it is necessary to know or estimate the
expected number of accidents, the amount of exposure to risk. These exposure measures are the
direct link between traffic and traffic safety.

Again, there is a lot of confusion on what precise definition should be used for exposure.
Furthermore, what kind of exposure measures should be used. Referring to our probability space,
it is not always clear what the basic events are that constitute the probability space. Different
researchers, in different situations, seem to prefer different events. It is even debatable whether
these events should be discrete points or intervals on a continuum.

However, in all cases exposure refers to a unit amount of risk.

The most direct applications are those where exposure refers to a unit amount of travelling time or
travelling distance: the probability of having an accident per hour or year or per vehicle kilometre.
In both cases the unit is an interval on the continuous dimensions of time and space.

If one is interested in the probability of an accident for a certain road user at a particular
intersection, duration and distance does not directly apply. The exposure measure often used here,
is the outcome of another event: the encounter with another road user at the moment of his
passage through the intersection. An estimated number of possible encounters between road users
is often obtained from direct observation during a certain period of time, or calculated from the
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traffic flows, under the assumption of independent vehicle movements. Extension of this measure
of exposure to different types of accidents, such as overtaking accidents or single sided accidents
with obstacles involved can easily be made. More difficult however is the generalization to
accidents caused by a sudden flat tire.

Measures of exposure are sometimes looked at as norms, applied to make situations comparable. It
then depends on the comparison what measures are the most convenient:

(1) In order for a politician to compare the safety in his country, county or town with that in other
areas, he may for example use the number of fatalities or injury accidents in a certain year per
1000 inhabitants. Given the political objective, this norm may be effective, although it is not a
correction for exposure in the strict sense.

(2) For a road user, evaluating his safety at a particular location, it is relevant whether he is
driving in the main stream or in the minor stream of crossing traffic. His exposure to risk
expressed by the expected number of encounters will be much smaller in the first case than in the
second. For the road administrator this difference will not count. He is concerned with the risk for
all road users at that location and try to cover the combined risk of all road users at the
intersection.

(3) A researcher, interested in the (relative) safety of cyclists as compared with car drivers, may
compare the number of injury accidents between cars and cyclists with those between cars and
cars, corrected for the number of encounters between those involved. If he wants more precise
results, he will disaggregate according to time, type of road etc. Subsequently, he will relate the
relative safety measures to characteristics of the accidents, such as speeds, ages of the participants,
weather conditions etc. In other words, in order to find out whether the problem is worth his
attention, he operates rather similar to the politician, describing the safety for a country. He is
then using the number of encounters as a norm for comparison. Subsequently, he tries to describe
and explain differences in safety. Then he uses the same (or a different) measure of exposure to
arrive from the total amount of accidents at the probability of an accident, in order to describe the
risk of a certain type of accident under certain conditions. For a researcher concepts such as "risk"
and "probability" only have a meaning in relation to a well-defined probability space.

Whether drugs such as tranquilizers increase accident risk cannot be concluded from the
percentage of accidents of which the use of those drugs are asserted. One also needs an estimate of
the proportion of drivers that use the drug and drive, regardless their involvement in accidents. In
many research studies on accident causation, correction for exposure turns out to be the most
crucial point in showing that differences in accident numbers are differences in accident risk. The
effect of exposure and risk on the number of accidents is sometimes confused. If we take the
number of encounters between bicyclists and car drivers as a measure of exposure for car-bicycle
accidents at intersections, then we use the product of the passing bicyclists and car drivers as an
estimate of this number. A comparison of the accident rates (the number of accidents divided by
this product) for intersections then gives an indication of the difference in risk. In several studies it
is shown that if the square root of the product is used, the risk measures are more alike. However,
this does not mean that this square root is a better measure of exposure, but that also the risk is
related to the number of encounters. A possible explanation is, that if both the car driver and the
bicyclist adapt their behaviour such that their own risk is the same at each intersection, then the
combined result will again be a function of the product of the traffic streams.
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1.7 The safety dimension.

It should be clear by now, that safety should not be identified with accidents.

Being on the road implicates danger for the road user him or herself and for his or her
environment. The danger is much of the time small, but may incidently be serious. The
seriousness of these incidents and their relative frequency may tell us something about the
potential danger. If we order the units of observation (encounters, kilometres travelled, minutes
spend in traffic) according to some indication for potential danger, then in principle, there will be
many units with almost no potential danger, less situations with some danger, still less with
considerable danger, few near accidents and very few accidents. Hyden (1987) compares this
ordering with a pyramid, with a large base and a very small top. Looking only at the top of the
pyramid, the accidents, is looking at the top of the iceberg. The main part of the danger remains
hidden. Accidents are the proof that something is wrong. It is the ultimate criterion for danger.
However, there is a difference between stating a fact and explaining its appearance. Accidents
always result from situations where road-users loose control. The object of traffic safety studies
therefore, is not the accident, but the critical event in traffic. If we study accidents, we try to trace
backwards, from the output of the system failure to the causes that led to it. But all relevant
information about the 5 to 10 seconds just preceding the accident is completely lost, and only a
small not representative part of it will be found in the dossiers constructed afterwards. If we have
to state the level of unsafety then the accident is in principle the most direct criterion. However, if
we have to diagnose a situation, it generally is a poor measure. To find out why things go wrong,
we have to study the normal traffic behaviour as well as the situations in which road users fail.
There are a lot of theoretical notions that explain why road users fail, but these explanations are
seldom checked in practice. Particularly, if new conditions are introduced as is the case with the
introduction of RTI-systems, we have to proceed according to common scientific procedures: state
our expectations before introduction and check them afterwards. This procedure links the
prospective safety analysis to the retrospective analysis.

Evaluating a situation, or an applied safety measure we must distinguish between the outcome of a
process and the process itself. We should not forget that a measure never directly causes a
reduction in accidents. The reduction is assumed to be the result of a change in the traffic process.
We will come back to this discussion in the chapter on evaluation.

1.8 Traffic safety research.

As said before, the safety problem can be structured, according to the main aspects of the
problem: the frequency distribution over the possible events that may end up in an accident, the
probability of having an accident, given an event of a certain kind and the consequences resulting
from such an event. Pre-crash research is primarily concerned with the probability of an accident
given the particular aspects of a certain event. This research takes the amount of traffic more or
less for granted, although safety measures resulting from such research may be directed to a
change of transport modes or situations. Crash and post-crash research concentrates on the
outcomes of accidents, given the characteristics of the accident.

Hardly any attention is given yet to the first aspect, the amount of potentially dangerous events.
This situation is changing. More interest is recently put into this area. The number of accidents
being so largely dependent on the amount of traffic as we have seen, makes it of vital importance
for the management of traffic safety, to investigate to what extent the traffic system can be
optimised from a safety point of view.
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Traditionally, the only optimization criterion seemed to be the total financial costs, expressed in
items such as construction costs, travel time, fuel consumption etc. The safety conditions were
seen as constraints rather than optimization criteria. More and more political pressure is put on
road administrators to include safety, congestion and pollution as important criteria for quality
control of the transportation system and the computation of all its costs.

Traffic safety research is applied research, concerned with the understanding of elementary and
aggregated risk in order to control these risks. It focuses on the following main aspects of risk
control:

- changes in the composition of the accident probability space and the frequency

distribution over the particular events of that space (mobility and exposure research);

- the possibilities for risk reduction on the basis of changes in the shape of the accident
probability distribution over these events (pre-crash research);

- changes in the loss-function, describing the loss per event if an accident occurs (crash and
post-crash research).

1.9 Traffic safety and other benefits.

Traffic safety is a negative outcome of our involvement in traffic. Some theories state that one of
the essential reasons for travelling is the risk we take in doing so and the ’thrill’ that this
behaviour gives us. We do not accept this notion in its generality. Of course, there will always be
road users that fit this description and from time to time we all will belong more or less to that
category of road users. However, this is not a realistic description of our general behaviour in
traffic. We travel, because of all kinds of benefits that we get from this. Against these benefits we
weigh our possible losses, among which the probability of getting involved in an accident is a
major concern that we want to minimize.

This weighing of the profits that we get from travelling against the (possible) losses, may cause
people to decide not to travel, or to travel in an alternative way. It is important to realize that
traffic safety can be improved considerably, replacing trips by alternative ones. From an economic
point of view, there may be a lot of critics e.g. against free travel by public transport for
youngsters at weekend nights. But from a traffic safety point of view this could be a very effective
measure and safe a lot of lives. On the other hand, if a traffic system is offered in which the
elderly people does feel unsafe to such an extent that they do not dare to go out into the street,
this can also have a considerable effect on safety. In this case however, at the cost of benefits, that
we would not like to give up ourselves.

In evaluating traffic systems, we have to take such possible negative side-effects into account.
Therefore, not only the evaluation with regard to the number of accidents, but also the amount of
risk in traffic must be investigated.
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II TRAFFIC IN ITS SOCIAL CONTEXT

Christine CHALOUPKA & Ralf RISSER

II.1 Formal and informal rules for road safety

The concept of risk for oneself and for others and its semantic relations to formal and informal
rules, to (erroneous) behaviour and interaction, and to the traffic climate will be discussed.

When trying to identify types of behaviour which are connected to risk in road traffic one has to
consider legal aspects as well as the degree of danger resulting from different types of behaviour.
A third aspect is the ability of road users to communicate with other road users in a way that
excludes misunderstandings, such as the ability to recognize the intentions of others and to make
themselves understood.

If we want to study different types of dangerous behaviour in road traffic, the first thing we have
to do is to clarify the way in which danger is represented. This includes several sub-questions:

- Are there other objective risks, or objectively identifiable situations other than accidents?

- What factors or what personal aspects reflect the risk of a situation? What are the criteria
for identifying those aspects?

- How can a potential "danger" in road traffic be recognized?

- What situations or what types of behaviour or interaction can finally be qualified as
dangerous ?

Here we are not only attempting to define dangerous behaviour, interaction and situations; we also
want to obtain access to the mechanisms causing certain types of behaviour or interaction.

II.1.1 The danger one represents for other road users

Related to danger one usually speaks of situations in which road-users react to stimuli reflecting
risk or danger for_themselves which therefore should lead to risk reducing behaviour. But we also
have to consider from a legal point of view the more relevant fact that persons may represent a
risk to other persons (see CHALOUPKA & RISSER 1991).

Various analyses have shown that motorists, who carried out certain driving manoeuvres that were
unanimously judged as extremely risky by experts, if asked whether they represented danger for
other people, answered "no" in 90% of cases (CHALOUPKA et al. 1985, HOFNER et al. 1977).
The driving manoeuvres in question were infringments such as speeding, neglecting the right of
way, driving on the wrong side of the road, etc. Some of these behaviours were really critical, but
the drivers always thought that everything was under control. Consciousness and awareness of risk
in road traffic are usually lacking as far as drivers are concerned. This is combined with the fact
that car drivers are not afraid in situations where they, from an objective point of view, actually
ought to be: they have difficulties to identify the signals which reflect "danger”. The high numbers
of accidents that happen every year reflect this very clearly.
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I1.1.2 The short-comings of laws and formal rules

By verbalizing traffic laws authorities principally try, to tell people what is right and what is
wrong; this is valid even for road traffic. The highway code explicitly uses the terms risk and
danger without differentiating between danger for oneself and danger one causes for other road
users. Studying, e.g., the Austrian highway code one becomes aware of a very important aspect:

- The verbalizations relating to behaviour/interaction of road users are quite inaccurate, thus
not giving road users clear information about what to do and how to behave in important
respects.

This means that road users do not receive adequate help from the highway code when it comes to
deciding what kind of behaviour has to be chosen or changed in order to provide for adequate
safety for all persons involved. Here are some examples for inaccurate verbalization: What is
“correct use of the zebra crossing”? What is "adequate” speed in relation to the circumstances?
How does one leave the left lane after overtaking "in due time"? etc.

On the other hand, one cannot hope for a "mathematically” correct solution of this problem, as a
more accurate definition of these rules employing centimetres or seconds would not be possible or
rather not useful (persons would not be able to perform according to such rules either). The road
users have quite a high degree of freedom in their decisions. They take advantage of this fact,
which leads to the development of personal and/or group habits and informal rules.

I.1.3 Informal rules and road safety

In principle, informal rules can function quite satisfactorily alongside the formal ones, as long as
they develop according to an interpretation of the laws allowing safe road user interactions.
However, in some cases they have turned out to be contradictory to the highway code, this being a
consequence of a lack of law enforcement or other negative consequences in case of infringement.
One example: Cycling on pedestrian pavements is forbidden in Austria as long as there are no
signs indicating an exception to this rule. Nevertheless, in Vienna as well as in other Austrian
cities many cyclists - mostly because they are afraid of fast car traffic - cycle on the pavements at
various places in the road network, and pedestrians as well as police "accept” the fact.

When discussing informal rules one faces in principal the same problems, as when dealing with
formal rules: relations to safety are unknown, unclear, or not proved. However, any attempt to
gather more information about those topics has to start with the attempt to gather more knowledge
about the character of informal rules in detail. The next step could than be to define which details
are "welcome" from the safety point of view; only then can one tell road users which details of
their behaviour they should change in order to achieve higher traffic safety. This statement is of
course valid for both formal and informal rules.

Let us return to informal rules: One can assume that the efficiency of the highway code can be
assessed by the degree to which it is obeyed. If people do not act according to the highway code at
all, one can assume that it has not succeeded in controlling reality. It is then not very
advantageous for traffic participants nor for driving schools (what should they teach, knowing the
discrepancy between formal rules and reality), nor for the courts (how should they punish single
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individuals, knowing that the whole society behaves incorrectly according to the highway code).

Whenever the outcome of an unrealistic highway code is high tolerance towards discrepancies
between the laws and reality, the credibility of the law is in danger: people learn that there are
laws which one does not have to obey.

But the discrepancies between the formal rules and reality cannot become smaller as long as one
does not succeed in verbalizing certain rules in a behaviour-relevant way which, as we have said
above, is quite difficult.

I1.2 Erroneous behaviour and interactions

Errors in behaviour and interaction can hypothetically be seen as "predecessors" of traffic conflicts
in the same way that traffic conflicts are predecessors of accidents. Hypothetically precisely the
same erroneous interaction can lead to a traffic conflict in one case, and pass without any critical
incident in another case, simply depending on circumstances, e.g. on the presence of other road
users. Without defining "correct behaviour" an expert team in Vienna (see RISSER 1985)
developed a scenario for deciding that a certain type of behaviour or interaction is not correct
(i.e., erroneous). This team came to the conclusion that one or more of the following three criteria
must be fulfilled in order to label any behaviour or interaction as "erroneous":

- Any drastic infringement of the law (e.g. driving against a red light). Such a type of
infringement seems very critical to us, because in order to provide for a traffic system that
does not stand still road users somehow have to rely on the fact that other road users
observe the principal rules. Thus, compensation of errors in such a case is very unlikely.
One does not have to take such errors for granted and in the event of an accident one has
the law on one‘s side (if that can be of help.)

- Any action causing drastic danger for oneself or other road users (even if the behaviour is
legally not an infringement of the law); this criteria is fulfilled if someone "uses" the legal
possibilities to a point leaving no room for compensation of possible errors (insisting on
one’s own right of way in some cases can be an example of such behaviour).

- Any behaviour that cannot be interpreted correctly by other road users, or any behaviour
based on erroneous interpretation of the behaviour of other road users, in a way that danger
could result out of this fact.

I1.3 Interpersonal communication

In connection with the discussion of erroneous behaviour the "social" context has to be considered:
one is hardly ever alone on the road, behaving independently of other road users.

HYDEN (1987) stresses the aspect of interpersonal interaction or communication in road traffic,
focusing on road user behaviour as social behaviour. Road users are looked upon as members of a
society behaving in a complex social context, and not so much as single individuals acting
according to general psychological rules. To describe the scenario of road traffic in this way
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means that one has also to consider the social climate when assessing road traffic (e.g., see
RISSER & HYDEN 1991).

An important aspect of "interaction" that could also contribute to the development of certain types
of behaviour is the interaction between drivers and passengers in their car. Not too much is known
about this area. However, BAXTER et al. (1990) showed, that there does exist some kind of
social facilitation caused by passengers. The effect is not too strong, but one can say, that
passengers tend to influence the behaviour of drivers - especially of young drivers - in the way one
would expect according to everyday knowledge: Young male passengers inspire young male
drivers to acting more dynamically than without passengers - speed increases and communication
with social environment is reduced which is reflected by reduced use of the indicator - and older
female passengers inspire drivers (especially younger driver) to a more quiet driving style in the
frame of lower speeds. The fact that the indicator is used less even in this case can be explained
so that there is more time to look if somebody has to be informed about any movement with help
of the indicator, and in those cases where there are no other traffic participants around the
indicator is not used. One can start from the assumption that in the case of habitual driving
(without passengers) the indicator is very often used automatically (not as a means of
communication).

The influence of the passengers on drivers behaviour does only show with respect to speed and the
use of the indicator, however, and even in connection with these two types of behaviour effects
are not too strong. Moreover, if one takes all measured effects, even the non-significant ones, it
shows that the effects are in tendency the same for all groups of drivers.

11.3.1 Interpersonal conflicts

When some events one at first perceived as traffic conflicts are looked at more thoroughly it often
becomes clear that the registered event has to be described in different terms: road users were
actually competing or fighting for the right of way or showing their strength, etc.; to react at the
last moment does in many cases not mean that the involved persons have been taken by surprise
and have to react in an emergency, but that they postpone evasive action and provoke a collision
course in order to intimidate each other. Such an interaction has to be defined as an interpersonal
conflict: the aspect of surprise is lacking, otherwise typical for traffic conflicts.

Interpersonal conflicts can be defined as a special form of interpersonal interaction connected to
negotiating interests, values, intentions, attitudes and (living-)conditions. The tendency in the
framework of a conflict is primarily to try to reach one’s own goals and to neglect the goals of
other’s. Thus, interpersonal conflicts are the actual contrary to cooperation: acting cooperatively
requires common goals and it is a social process in which persons combine their efforts to realize
those goals. When goals of different persons are incompatible (or perceived as such), however,
egocentric behaviour is often perceived as being more efficient (HACKER 1986).

In general one can observe several levels of interpersonal conflicts:
- Verbal conflicts: incompatibility of aims is mediated to the other persons in a verbal form.
However, as it is often impossible to "beat" the opponent in a decisive way using words

only, or to discharge one’s emotional load satisfyingly, verbal conflicts are quite often only
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a pre-stage to the next level, which is:

- The exertion of threat: the use of violence is "announced” in case the opponent does not
comply with certain wishes or expectations. The next step is:

- The violent conflict: verbal and physical violence is used to reach one’s own goals.

In the case of interpersonal conflicts the conflict’s solution depends very much on the
circumstances: as long as there is a possibility to discuss, conflicts can be solved on the first two
levels. In road traffic, however, there are two big disadvantages:

- the possibility to discuss is absent

- exchange of information with the help of one’s vehicle very easily contains the elements of
physical threat and violence.

In principal, the causes for interpersonal conflicts in road traffic are the same as in other areas of
life: conflicting attitudes, values, behaviour dispositions, "behaviour programmes", and actual
goals. One can also identify more complex constructs which in everyday life are very functional as
a background to the emergence of interpersonal conflicts: frustrations, value differences,
stereotypes, projections, experienced threats to one’s identity, etc. It is easy to understand that
such problems need interpersonal communication in order to be solved. But this is difficult when
participating in traffic. Thus, most conflicts there are not solved at all, leading to a social climate
in road traffic, which makes all kinds of friendly behaviour, solidarity, or considerate
actions/reactions of individuals towards other road users rather difficult.

I01.3.2 Juridical and technical preconditions

Sometimes it seems obvious that the genesis of interpersonal conflicts has to do with the fact that
different road-user groups are treated differently (= non-equally) by law and authorities.
Pedestrians and cyclists, which are the groups most sensitive to distance, are often forced to accept
long ways and long waiting times when they want to cross streets. One can observe that this fact
often results from road planning and road construction in favour of motor vehicles. Pedestrians
and cyclists shorten their routes by crossing the road in a more "natural” way, thus neglecting
rules and regulations and often taking car drivers by surprise, "provoking" dangerous situations.
Quite often, these dangerous situations could be resolved quite easily, but car drivers react by
"punishing" pedestrians and cyclists, threatening them with their vehicles and by postponing their
evasive actions to the last moment, as explained above. One can imagine that in some cases car
drivers’ calculations concerning the "punishing” process in time and space are erroneous, leading
to catastrophes. In this case of a fight for space and better transport options, the disadvantages for
unprotected road users are obvious.
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II.4 The "traffic climate"

Thus, in connection with the discussion of traffic safety carried out above, it seems likely that
even "climatic" aspects represent important background conditions for the behaviour of road users:
The reflected quality of interpersonal communication on the road, the perceived physical and
psychological safety, including the safety of "other” persons not directly involved in traffic
processes (e.g., residents), and the fluency of traffic for all road-user groups. These perspectives
often overlap quite strongly (e.g. see SACHS 1984).

The following aspects of road traffic can be interpreted as criteria for traffic climate:

- Characteristics and efficiency of interaction between road users reflect traffic climate
aspects from a factual as well as from an emotional point of view. They can be looked
upon as a very important agent as far as developing informal norms is considered, and as
far as the relations between road users are concerned - which from a social-psychological
point of view represent the most important preconditions for the willingness to behave
considerately in order to meet other peoples’ (safety)interests.

- Together with the traffic laws and the design of roads, interaction between road users
(interpersonal communication) is the basis for the smoothness of traffic processes
("smoothness" of traffic processes must not be confused with speed! Traffic can flow at a
lower speed level as well, but it should "flow" for all groups of road users; for pedestrians,
for pedal cyclists, for public transport, and not only for cars.)

In connection with the concept of "traffic climate" one very important statement must be added: an
individual traffic system cannot exist without spontaneous interpersonal communication between
the users of the system.

"Communication" does not mean plain information (or omitting of information) and reaction to it.
It also means deliberate neglecting of rules, thus offending others’ rights and/or feelings which
might lead to dangerous situations; and it also means renouncing one’s own right with the aim to
be cooperative and/or polite (RISSER 1988), etc.
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III THE CHECKLIST AS A RETROSPECTIVE SAFETY TOOL

Christine Chaloupka & Ralf RISSER

I11.1 Introduction

The PRO-GEN Safety checklist - described in a comprehensive way in the frame of the HOPES
work package 4.1 on prospective safety analysis (CHALOUPKA & RISSER) - is a new tool
prepared by PROMETHEUS Safety group (BROUGHTON et al. 1991) in order "to focus on the
possible consequences for road safety of introducing new equipment in road traffic", which tries to
realise a "top down approach" to question and assess safety, as opposed and complementary to the
more extended "bottom up approach" utilising existing statistics.

For it to be a meaningful toy, the checklist had to be developed relying on know-how about social-
psychological processes, in order to make behaviour- and interaction prognoses as a consequence
of the introduction of new electronic equipment in road traffic, on one hand; on the other hand
one has to know about relations between behavioural/interactional outcome (according to
prognoses) and the changes in road safety to be expected as a consequence of
behavioural/interactional changes.

The checklist in itself only helps the experts to ask all the relevant questions concerning the
expected changes in behaviour and interaction connected to new RTI-equipment introduced in
traffic, and what these changes mean for traffic safety. But it does not contain answers. These
answers have to be looked for in literature dealing with existing know-how on the topic. In this
present paper a very rough overview of the respective literature will be given.

1I1.2 The central role of human behaviour and interaction

In man-machine-systems (industrial environment, road traffic, etc.), the reliability and
predictability of human performance is especially interesting. This reliability must be guaranteed,
most of all in "extreme situations", but not only then. Modern technologies do not automatically
eliminate human errors. But where errors could be reduced, there the consequences of the errors
least expected are often by far more severe than in connection with conventional technologies.
"The more reliable a technical system is, the more unreliable is the human being operating in the
system in an exceptional situation". (HACKER 1986; as extreme examples air disasters or
accidents in nuclear reactors are often named in this respect).

This first thought should symbolise the character of the problems that might emerge when new
technological systems are introduced in road traffic: There do not exist many experiences, of how
new technologies, should they be implemented on a wide spread level, will be accepted by the
road users, and how they will be handled, subsequently. Forms of behaviour and interaction as a
consequence of the introduction of new equipment and new technologies have hardly ever been
discussed so far.
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II1.3 Some aspects of the meaning of "safety

It is important to be conscious of how certain words which are used in special fields as traffic
research work and traffic safety (research) work are understood in every-day life:

If certain products or systems are labelled with the attribute of "safe" it might be that this evokes
certain erroneous associations. E.g., the "safety” belt can be named here. The safety belt does not
protect the occupant of the vehicle from accidents.

It has to be realized in this sense, that a product itself can never be safe. It can offer a certain
feeling of safety, or it can influence safety in certain situations and in a certain range of action.
But the essential agent in connection with "safety” or "unsafety” is human behaviour. This means
that in connection with the application of new equipment in road traffic, the possible ways of
acting of the users have always to be considered.

I1.3.1 "Safety" in road traffic

The word "safety" in road traffic traditionally means, that there are no accidents, or. in case of an
accident, that there are negligible consequences.

By "consequences" all the effects concerning on one hand the physical integrity of the accident
participants (i.e. injuries), and on the other hand a multitude of various costs resulting from the
accident, e.g. hospitalization, repair of the vehicle, costs for other auxiliary services (ambulance,
fire brigade), etc. are meant. The smaller the costs and the less important the accidents, the
"safer" is the traffic system according to the traditional attitude. But on basis of recent social
research, one can argue that this perspective on safety has to be corrected somehow. One has to
consider the following aspects:

a) Freedom of accidents today does not mean that no accidents can happen tomorrow. And it
does not mean that nobody is afraid (e.g. KLEBELSBERG 1982, LINDERHOLM 1992,
HYDEN & RISSER 1991). Moreover, the problematic nature of accident investigation,
especially the incompleteness of accident data is to be named (see e.g. RISSER &
CHALOUPKA 1990, HAKKERT & HAUER 1988). In connection with in-depth studies
the inadequacy of testimonies (SHEEHY & CHAPMAN 1988) has to be mentioned as
well.

b) We all experience clues to unsafety in road traffic every now and then. These clues have
also been made operational in traffic safety research: Traffic conflicts, interpersonal
conflicts, erroneous behaviour types, fears expressed in interviews, etc. (see e.g. HYDEN
1987, RISSER 1988) are variables that can be observed systematically and that reflect these
clues.

) One also has to consider the psychological consequences of traffic with respect to feeling
safe or feeling unsafe, as they reflect in a very direct way the needs of the people and.
the nonfulfillment of needs.

It has been pointed out in traffic safety research that one has to distinguish between objective
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safety and the (subjective) feeling of safety (KLEBELSBERG 1982). These two aspects of safety
often do not harmonize with each other. That means that, e.g., at certain locations in the road
network where no accidents could be registered until now, residents or traffic participants can feel
unsafe, nevertheless, and quite often do. From a psychological point of view, such feelings of
discomfort, or un-easiness are indicators that "something is wrong". This is mostly the case with
vulnerable road users (pedestrians, in particular elderly people and children, cyclists), with
relatives (parents, spouses and friends, etc.) or with front seat passengers.

The case that, e.g., parents are afraid for the safety of their children has definitely to be
considered when dealing with road safety.

1.4 Some aspects related to unsafety in road traffic

Accident cause research has to deal with very complex events in many respects:
a) Regarding the vehicle and the surroundings:

- physical/technical aspects of the vehicle and the surroundings (e.g. the state of the
road, structural and constructional equipments, structure and shape of the vehicle).

b) Regarding the individual person : The typical errors there, as already mentioned above, are

- errors in perception and
- errors in decision-making

A more extensive typology of errors is known in industrial psychology (according to NORMAN
1981 quoted by HACKER 1986 ):

- Errors in definition and making an aim operational;
- Application of wrong methods;
- Erroneous classification of correct "programmes" (e.g. thinking processes).

1.4.1 Accidents due to human errors

Some authors report that accidents to more than 90% happen due to (erroneous) human behaviour
(e.g., NAGAYAMA 1978 quoted by COHEN 1992).

NAGAYAMA classifies approximately 53 % of the accidents as consequences of perceptional
errors (e.g., danger is perceived too late) and 37% to errors in decision making.

Behaviour observation mostly only allows a labelling of errors as errors in decision making. In
connection with the prediction of behaviour it can however become important to be aware of a
somewhat more sophisticated typology of errors and their background. Concerning decision
processes preceding behaviour, interview techniques, e.g., connected to in-depth analyses of
accidents can give valuable information, additionally.
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II1.4.2 Traffic safety as a social-system aspect

Recent research dealt quite a lot with social-system aspects of traffic, like:

- Reactions to other road user’s behaviour
- Interaction/communication between road users

Accidents cannot only be analyzed and interpreted as "problems of individuals causing accidents".
Single accidents make up only a portion of the whole accident amount between 15% and 30%
(see, e.g., ASHTON 1984, DANNER 1984). The majority of the accidents is an outcome of some
lack of coordination of two or more road users. This means that special attention has to be paid to
interaction of road users, when trying to identify accident causes.

The attitude of traffic participants towards each other is also to be seen as an important variable,
intimately related to traffic behaviour and interaction (RISSER 1988). As studies have shown (e.g.
CHALOUPKA et al. 1991), the social manners connected to prevailing attitudes influence the
quality of the social climate in traffic, and thus traffic safety.

Below, the last statement will be backed-up when relations between behaviour and unsafety are
dealt with which have to be considered implicitly when answering the Traffic-safety checklist.

II1.5 Relations between behaviour, interaction and safety

From recent literature we know several models of traffic behaviour with the emphasis on the risk
aspect (e.g. HUGUENIN 1988, NAATANEN & SUMMALA 1976, MICHON 1985, FULLER
1984, VAN DER MOLEN & BOTTICHER 1988, AASMAN 1988, LINDERHOLM 1992) and
the genesis of behavioural errors (e.g. GROEGER & BROWN 1988, HALE et al. 1988).

Some other authors deal with the relation between errors and their consequences (e.g. accidents),
(e.g. QUIST 1988, RISSER 1985, RISSER 1988, DRASKOCZY 1988, CHALOUPKA et al.
1991).

The main aim of the Traffic-safety checklist dealt with in this chapter is, to assess the possibilities
and probabilities for the occurrence of certain types of behaviour and interaction. Certain predicted
forms of behaviour and interaction are connected with certain safety expectations according to the
state of the art: An increase/decrease of the safety of certain groups of road users, an
increase/decrease of certain types of accidents, etc. The variables dealt with in the checklist are
the following:

a) attentiveness/concentration

b) perception

c¢) decision making and behaviour

d) interaction/communication (both of the equipped and the not-equipped traffic participants)

e) traffic quality (good quality = feeling safe and comfortable, enough room to move, good
relations with other road users, etc.)

f) effects for/reactions by special road user groups
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g) accidents (changes of types, of amounts, etc.)

I1.5.1 Riskv forms of behaviour and interaction

Analyses of predicted interaction, or communication will be the most important activities in
connection with the assessment of traffic safety after the application of new technologies because
of the following reasons (see chapter II, as well):

a)

b)

Value systems and attitudes towards other persons (which are important factors in
connection with the degree to which one feels comfortable in traffic, and, thus, important
factors for traffic safety, as we try to show) are "learned” by means of communication.

Road traffic represents a subsystem in the prevailing social frame, where road users are
socialised: That means that overt behaviour is learned in some form of interaction with
other individuals, which to a large degree happens without reflection.

The fact that car drivers in their vehicles are isolated from other road users by time and
space results in the usual ways of communication as well as social feedback in general
being strongly reduced when driving a motor vehicle, and very easily gives rise to
misunderstandings.

According to the existing expert knowledge special consideration should be paid to the following
behaviour and interaction variables if one wants to keep traffic at least as safe as it is (e.g., when
introducing new RTI-systems):

controlling behaviour: checking activities should not be reduced in number and intensity
speed behaviour: speed should be adapted especially for adequate interaction with
vulnerable road users; speeds should definitely not rise in average

distances to other road users: headways and lateral distances should by no means be
reduced compared to today

overtaking behaviour: risky overtakings should by no means be enhanced

interaction connected with different priority rules should either become more correct (i.e.,
according to the laws) or to a higher degree become subject to efficient interpersonal
communication (where the second option has to be preferred if one goal is that road users
should feel comfortable)

The central aspect, which plays an important role in connection with all of these variables is
interpersonal communication, which reflects the social climate in road traffic when seen over the
whole system.

In behaviour observation studies (RISSER 1985, 1988; CHALOUPKA et al. 1991) it could be
shown, that certain ways to interact, or to communicate (depending on one’s definition) show
significant relations to traffic conflicts and to accident data. The first of these variables can be
seen as communication only cum grano salis; but they definitely represent interactive behaviour:

plain speeding with respect to speed limits
high, inadequate speeds, keeping the speed of the traffic system high (speeds badly
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adapted to the traffic situation)
- short headways
- infringements with connection to traffic lights

For the variables named next it is more obvious that they reflect communication between road
users:

- infringements of others’ right of way

- insisting on one’s own right of way

- risky overtaking manoeuvres

- showing lack of respect and consideration for other road users which is reflected by speed,
car movements or narrowness of passing other road users ("pushing" or even "threatening"
others)

It is important to add, that all of these errors in behaviour and communication are quite usual
ways of behaviour: i.e., they are part of the behaviour of most car drivers, merely with different
frequency.

II1.5.2 What should be considered in connection with the introduction of new RTI-systems.

Regarding communication, unsafety or danger can be evoked in many different ways. Here are
some examples:

- Both signals from the road users’ person as well as signals with help of the car and the car
instruments can be misunderstood.

- Road users expect certain signals from other road users (e.g., blinking before changing the
lane). If such signals are not given, the other road users have to make their own
interpretation which maybe is wrong - and asking somebody in order to make sure is
hardly possible.

- One can also expect that drivers, because of the information-source character of the new
products, concentrate so much on catching certain pieces of information on their display or
on the roadside, that they "forget" to communicate with the other road users, or. to inform
them of what they intend to do.

- Some new products can give the impression to the drivers that they make further personal
communication unnecessary. At the same time it could be the case that road users fail to
notice, or misunderstand information transmitted in a new way. That means, that adopted
formal or informal ways or styles of communication are partly given up, but at the same
time they are not adequately substituted by other ways of exchanging information.

New means of communication should exclude problems due to these factors as far as possible, or
should try not to enhance them:
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- That means that signals have to be clearly interpretable and they should not take away
responsibility from the road users to send all necessary and all expected signals
themselves, personally, to other road users.

- On the other hand, products that are not primarily thought of as means of communication
must be examined, so that they do not eventually affect communication adversely (e.g., by
drawing attention away from the social surroundings, or by reducing spare capacity,
respectively).

II1.5.3 Consequences for the traffic climate

In a study mentioned above (CHALOUPKA et al. 1991), it was also tried to analyze links between
accident circumstances which were known for certain spots along an observation route, the
observed ways of (inter)acting of traffic participants, the consequences for the traffic climate, and,
with that, for the comfort and ease of road users.

The following relations were found:

- Perceived unsafety can have the effect that sometimes the other road users react angrily or
frustrated so they, e.g., take revenge for an unintended hindrance or endangering by the
other road user, and by that, produce more danger themselves.

- Accidents which result from ignoring priority regulations, collisions when turning left and
rectangular collisions were significantly correlated to negative reactions to preceding
actions of other road users. Presumably, such "struggles" quite often precede accidents, in
city traffic (e.g., "discussing" unclear priority situations.)

- Significant relations could also be registered between accidents resulting from lane
changing, swerving, opening the car door, and driving off the road on one hand, and ways
of acting, which are intended to be egoistic and thus become unpleasant for the others on
the other hand. That means, that some road users by their behaviour consciously provoke
unpleasant communication, which in summa turns out to be dangerous.

- Behavioural studies show that co-operative behaviour primarily comes from the unprotected
traffic participants. Even if pedestrians have the priority they often leave it to the drivers,
showing some kind of "a priori obedience". This submissive behaviour is extremely
unsymmetrical.

However, drivers seem to rely on certain behaviours of pedestrians out of a habit, so that if it
once does not occur, an accident seems to be unavoidable. So all indicators for reduced
consideration of pedestrians, or for reduced communication with vulnerable road users, or,
generally, for an over-automatization of interaction that can be observed or predicted with help of
the checklist should arouse our suspicion.

Summarising, the checklist should be used to think of all the factors one should consider when
trying to predict future behaviour and interaction that will be influenced by some new or improved

factors in the system (= prospective behaviour analysis).
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The next step then is to decide, whether the predicted changes in behaviour and interaction will
reflect improved, or deteriorated, or unchanged road safety.

Critical behaviour and interaction/communication aspects named in this chapter will have to be
considered, and so will the relevant factors mentioned in all the other documents produced in the
frame of HOPES.
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IV EXPERIMENTAL DESIGN

Risto Kulmala

In this chapter, we discuss the experimental design required for studying the
effects of RTI measures on traffic safety. The purpose of the study is to
determine in which manner the variation of some factor or the independent
variable affects that of another factor or the dependent variable. The dependent
variable is usually a factor measuring the safety or unsafety of the entity (road
user, junction, area etc.) studied.

The experimental design involves the phases or parts shown below.

STUDY DESIGN
Real life Laboratory Simulation

Experimental Quasi-experimental Qualitative

STUDY METHOD
Accident analysis Observational Verbal techniques

SAMPLING
DATA COLLECTION
Quantity of data Data quality Apparatus
Training Observation period Independence
OTHER CONSIDERATIONS

In the first phase, the fundamental question of study design has to be solved. Is
it necessary to make the experiments in the laboratory or in real environment?
Can we use experimental methods or would qualitative methods serve our
purposes better?

In the second stage phase, the study methods are chosen. After that phase we
decide on the sampling procedure required. In the fourth phase we plan the data
collection. The quantity and quality of data required, the sampling in data
collection, length of observation periods, use of apparatus, observer instruction
etc. are among the features dealt with.

Conformation to the ethical standards and the legal requirements applying to
experiments involving people are other considerations for the experimental
-design. A general description of the phases of experimental design is given
below.
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IV.1 Study design

The study design has to be well suited for the problem in question and
theoretically sound in order to produce relevant conclusions about the effects
of the measure studied. A theory and well formulated hypotheses must exist
before the planning of the study itself.

One of the first problems in study design is to decide, whether the study can
be performed in real traffic environment or do we perform laboratory studies
or simulation. Some researchers prefer studies in real environment as
laboratory studies or simulation studies have usually serious validity problems.
The validity problems are mainly caused by two facts: 1) the environment
more or less differs from the real environment, and 2) the persons involved as
the subjects of the study are aware of being studied and probably behave in a
manner unlike their behaviour in the real environment. We should aim at the
"psychological validity" in the laboratory i.e. that the subject should
experience the experimental situation as much as possible in a similar way as
in real traffic. This is sometimes forgotten when using outwardly very realistic
simulators.

For many of the problems studied, no choice exists. Some problems can not be
investigated elsewhere than in real life environment while other problems must
be tested in the laboratory. Laboratory and simulation studies are the only
option for studies on the effects of factors like tiredness, alcohol, and drugs on
road user behaviour. Studies of this type can not for obvious reasons be
conducted in real environments. The same applies to studies dealing with new
apparatus and systems, for which the safety effects are completely unknown.
Before studies in the real environment, all new systems should first be studied
in the laboratory or by simulation. If the laboratory and simulation studies give
promising results, further studies in real environment can begin.

Laboratory and simulation studies enable us to use experimental methods. We
can control most of external factors and measure the response of the person
studied to a specific change in one or more of the independent variables. In
real environment it is not possible to control the variation of all relevant
factors, and this is why the methods applied in real environment are called
quasi-experimental methods.

In real life environment, we should also try to control the variation of other
confounding factors as much as possible. We can e.g. perform field studies
only in good weather conditions, at the same time of day, on the same day of
the week, and at similar road environments to clean out the effects of weather
conditions, trip purpose distribution and road design features on the dependent
variable.

It is of course much more difficult to separate the effect of the independent
variable from that of the other variables, if their variation is not under control.
This is why control groups are used. When a sample of the population of
entities (road users, junctions, or areas etc.) has been selected, some entities of
the sample will be randomly selected into the experiment group while the other
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entities will form the control group. The measure studied is applied to the
experiment group only:

Before After
implementation implementation
of measure of measure

Experiment
group

Control
group

The effect of the measure can be determined by comparing the dependent
variable(s) for the experiment group to those for the control group after the
implemention of the measure, and preferably also to those for both groups
before the implementation of the measure. The variation of all other relevant
variables is assumed to be the same for the experiment and control groups,
which means that the difference between the groups after the implementation of
the measure can be interpreted as being caused by the measure studied.

In some studies it may not be important to study the magnitude of the effect of
the measure as accurately as possible, but instead to gain more insight into the
effect mechanisms or the features of the effects. In this case, qualitative
methods are used instead of the experimental and quasi-experimental methods.
The purpose is to get relevant and detailed data of high quality to describe the
function and effects of the measure and phenomenon studied.

IV.2 Study method

The goal of a scientific experiment is to produce new information with a
method, which is reliable and valid for the problem in question.

A large number of actual methods exist for studying the safety effects of RTI
measures. The selection of the method depends on many factors, such as the
relevance and validity of the method, the reliability of the method, existence of
required personnel and apparatus, monetary resources, and the data quality and
quantity requirements. Compromises have usually to be made as there seldom
is a method of collection of them fulfilling all of the criteria required. E.g. it is
almost impossible to obtain high quality data in large quantities with limited
monetary resources.

Statistical accident analysis is usually the main method in safety studies, but in

the case of RTI measures mostly in in the prototype phase its role is much
more restricted, probably mainly to producing background data concerning the
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magnitude of the existing safety situation before the implementation of the RTI
measure. In-depth accident analyses enable us to get detailed data of high
quality on a small number of relevant accidents.

Observational methods form a large group of applicable methods. Methods for
studying traffic conflicts, driver errors, speeds, headways etc. exist. The
observation methods can be divided in four main groups according to the role
of the researcher. In the first case, the researcher conducts the experiment and
intervenes at will. The subject is aware of the researcher’s presence and of
being studied. In the second case, the investigator studies the behaviour of the
subject, who is aware of being studied, but only makes observations and does
not interfere while the experiment is going on. In the third case of participan
observation, the investigator is a participant in the group under observation and
engages in the activities of the group. In the fourth case, the researcher makes
outside observations of the subject, who is unaware of being studied.

Surveys, questionnaires, interviews and other verbal techniques form another
group of applicable study methods, which have lately been much developed.
These are particularly useful in studying measures not yet implemented, but
already well into the planning phase. These methods can also be used in
conjunction with e.g. observational methods to obtain data on the motives and
attitudes behind the behaviour observed.

Ideally the study method(s) should cover the whole safety continuum from

exposure to accidents in order to help us understand how and why the measure
studied affects traffic safety.

IV.3 Sampling

It is not practical nor economical to study the whole population potentially
affected by the measure investigated, but instead we must restrict the study to
a sample of subjects. With efficient and proper sampling we can obtain
representative and reliable data even with a small sample.

The sampling problem is stated by Stuart and Ord (1987) as: "given a sample
from a population, to determine from it some or all of the properties of that
population”. The sampling must be random i.e. every possible sample has a
calculable chance of selection in order to be able to apply the theory of
probability to the sampling problem. The principle of simple random sampling
i.e. every possible sample having an equal chance of selection is usually
abandoned in order to improve the efficiency of the sample design.

In observation studies in real life environment a more or less random sampling
process can often be achieved. In studies where the behaviour of selected
persons is observed in traffic, laboratory, or simulators, the sampling process
through which the persons were selected is usually not random but systematic.
E.g. students are a group of people often overrepresented as experimental
subjects. Another example is the selection of road locations for the
introduction of new safety measures. Usually locations with high number of
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police-reported accidents are chosen, which is the cause of the regression-to-
the-mean effect described elsewhere. The confounding effects of systematic
biased sampling must be taken into account when making conclusions on the
basis of the sample.

Often systematic sampling is done because of the experimental design. The
researcher often attempts to get a factorial (or crossing or orthogonal) design,
where all levels of a given factor occur at each level of the other factor, which
is also balanced i.e. all combination occur equally often. An example of a
balanced factorial design is shown below (x is one test or observation).

MEASURE FACTOR

Sex Age Subject  Before measure Measure A Measure B

Male < 30 S1 X X X
S2 X X X

S3 X X X

S4 X X X

S5 X X X

Male > 30 S6 X X X
S7 X X X

S8 X X X

S9 X X X

S10 X X X

Female < 30 S11 X X X
S12 X X X

S13 X X X

S14 X X X

S15 X X X

Female > 30 S16 X X X
S17 X X X

S18 X X X

S19 X X X

S20 X X X

The subjects and the measure factor are crossed, as are the age and sex with
the measure factor. A factorial design is especially necessary when interactions
we anticipate interactions between the different factors, which is usually the
case in traffic safety and road behaviour.

We can also have a nested design. An experimental factor is completely nested
in another factor if each level of the one factor occurs at only one level of the
other factor. In the example above, subjects are completely nested in both the
age and the sex factor. Experimental factors are partially nested if a) each
level of both factors occurs at some bu not all levels of the other, and b) if at
least one level of one factor occurs at least at two levels of the other (Honeck
et al 1983). An example of a partially nested design is given below. In the
example, measure A is applied for young subjects, and B for older subjects
only. Thus the measure factor is partially nested in the sex factor. In this case
we cannot study the relationship of the effect of the measure type and the age
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of the subject because of the nested design.

MEASURE FACTOR
Sex Age Subject Before measure Measure A Measure B

Male < 30 S1
S2

S3

S4

S5

Male > 30 S6
S7

S8

S9

S10

Female < 30 S1i
S12

S13
S14

S15

Female > 30 S16
S17

S18

S19

S20
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The resources available do not usually enable us to study a crossed design of
very many factors and subjects, so a randomized nested design is often useful.
We are also often faced with incomplete factorial designs, due to failures in
data collection or erroneous observations, which we have to reject. The
methods to analyse the effects of several factors (e.g. variance analysis) are
often planned for balanced designs with an equal number of observations in
each cell. There exists a number of procedures, however, to deal with
incomplete factorial designs (see e.g. Snedecor & Cochran 1980).

Sampling variability will play a major role in determining the accuracy of the
estimates of the studied effects. Let us consider an example of simple
regression analysis, where we want to describe the dependence of variable Y
on variable X as a regression line Y = a + b X. The slope estimate b
describes the effect of variable X on Y. The accuracy of the estimate i.e. the
standard error of b can be written as (Wonnacott & Wonnacott 1984):

SEof b~ 2.1 (IV.1)
yn S

where ¢ is the standard deviation of the Y observations about the population
line, n is the number of observations (x,y), and s, is the standard deviation of
the X observation about their mean. The accuracy of estimate b is improved by
decreasing the standard error of b. From the formula above, we see that this
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can be achived a) by reducing ¢, the inherent variability of the Y observations,
b) by increasing the sample size n, or ¢) by increasing the spread of X values
s, or the leverage. When planning an experiment, we can usually apply the
alternatives b) and c). Figure IV.1 shows an example of the signifigance of the
leverage on the accuracy of our estimate of b. In the case of a small leverage,
even a few deviant observations - in particular the one indicated by the arrow -
can pull our estimate badly out of line.

Figure IV.1. The Y
effect of the Y=a+8X
variability of the W grosson ®
sample on the

accuracy of the
regression slope
estimate. (a)
Unreliable b when
the X values are Y
very close (small f

leverage s.). (b)
More reliable b Y Y=o+ 8\
when the X values Unknown lrue

regression
are spread out Ve atbN

(larger leverage / N Estmated
s.). (Wonnacott & \ regression

Wonnacoitt 1984)

Y=u+hb\
Estimated
regression

[t:]]

RTI measures affect safety by causing changes in road user behaviour. These
changes can be large at first and then slowly decrease with passing time, or
they can be insignificant at first and gradually increase as people learn to
utilize the measures. In any case sampling should not restrict to consider the
selection of the subjects, but also the time period that is relevant to the study.
In time series sampling the measurements are done continuously or at regular
intervals in order to monitor the changes in behaviour.

We know well that behaviour and accident risk varies according to the time of
day, the vigilance of the road user, weather conditions etc. The following
factors should be considered in planning the data collection:

H

month, day of week

time of day

road environment

road design

weather conditions

socio-economic features of the subject

1
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IV.4 Data collection

In traffic safety studies, one of the most frequent problem is the insufficient
quantity of data. This is caused by the rarity of the traffic incidents used as the
dependent variable in the study. These incidents can be accidents, conflicts,
driver errors, interactions of specified type etc. and their variation is usually
described as a Poisson process.

The data collection should be planned according to a) the expected frequency
of the incident the number of which used as the dependent variable, and b) the
expected effect of the measure studied. The expected frequency of the incidents
can be quite reliably estimated on the basis of traffic volumes and the average
occurrence rate of the incident. The expected effect of the measure is naturally
more difficult to estimate. The effects on accidents have usually been found to
vary between - 30 ... + 20 % (Elvik et al 1989). Figure 1V.2 shows the
magnitude of statistically significant decreases in the observed number of
incidents for different number of incidents. The Figure text refers to before and
after studies, but can also be applied for other comparisons.

Figure IV.2. The

statistically
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0.05) decreases in 100 Significant decrease in inc. number (%)
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of incidents in the 40 _,4\\

"before period”. 30 \\

The variation of 20 ~

the number of 10 !

incidents is 0

assumed to follow 0 50 100 150 200 250 300 350 400 450 500 550 600 650 700 750 800
the Poisson The number of incidents

process (Kulmala

1992).

A large quantity of data is required if the expected effect of the measure is less
than 25 % i.e. resembling the effects usually expected from safety measures.
The figure indicates e.g. that if we have recorded 100 incidents before the
implementation of the measure, the number of incidents after the
implementation has to be less than 74 (26 % decrease) in order for the decrease
to be significant on the risk level of o = 0.05.

When studying dependent variables that follow more or less the normal

distribution such as speeds, headways etc., the required number of observations
depends on the variance of the dependent variable. If the variance is low, a
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smaller number of observations is needed for detecting a significant effect. This
is shown in Figure IV.3.

Figure IV.3. The
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to follow the 5 W o —

normal disribution, 0 — ——
and the variance 0 50 100 150 200 250 300 350 400 450 500
has been assumed The number of observations

to remain constant

despite the

measure(Kulmala
1992).

The main aim of the study, however, is the reliable estimation of the magnitude
and the quality of the effect, not the passing of signifigance tests. Signifigance
can be eventually achieved by performing similar studies elsewhere and
combining their results e.g. by applying the empirical Bayes/likelihood
approach (Hauer 1983). The required quantity of data as shown in the Figures
above should however be kept in mind when planning the data collection.

The accident statistics based on police reports concentrate on describing the
conditions prevailing at the time of accident occurrence and the road users
involved. The main piece of information giving any indication of the causes or
events leading to the accident is an accident type code.

The actual police reports have more information about the accidents, and
usually involve statements from the parties involved. The police, however, aim
to find accident causes in the legal sense, and thus important data contributing
to the accident occurrence might easily bve overlooked. The persons involved
might also give partly false or biased statements to the police in order to avoid
any legal or economic consequences, or subconsciously due to the traumatic
accident experience.

The poor quality of accident data in view of the need to discover the factors
causing or contributing to the occurrence of accidents has been one reason
behind the development of methods studying events that are closely related to
accidents but frequent enough to be recorded by expert observers in an
economic way. Traffic conflict techniques and driver error recording methods
are examples of such methods.
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Behavioural and verbal methods may also have problems with data quality.

These problems are usually caused by the following factors:

- differences between observers in scoring and coding behaviour and
answers

- observers/interviewers make coding errors

- relevant data is neglected or missed in the data collection

- observers’ interpretations of behaviour and the motives behind it do not
match those of the road users observed

- the persons studied, and their behaviour or answers are affected by the
presence of the observers in an unexpected manner

These problems can be lessened by efficient and thorough observer training
and planning of experiments. Short pilot experiments involving data collection
and preliminary analysis usually help to identify the existence of problems with
data quality. The internal consistency of the data and the error rates should
also be checked during the data collection phase. Surveys and interviews have
lower error rates when the data is coded in the form used in inputting the data
into the computer.

An important factor in data collection is the length of the observation period.
If the observations are made by persons on locations or persons are being
observed in laboratory or simulation studies, data quality varies within the
observation period. The persons are perhaps more alert, maybe even too aware
of the observations, during the first minutes or tens of minutes of the
observation period. On the other hand, the vigilance of the persons decreases
as the observation period goes on, the more so the more load the person has
during the observation period. E.g. in conflict studies, two hours is commonly
regarded as the maximum length of uninterrupted observations. The data
collection procedures should take into account the possible adaptation phase in
the beginning of the observations, and the decreasing vigilance of the
observers/subjects with longer observation time.

Apparatus is frequently used in the studies for the two main purposes of 1) to
facilitate the administration of the experimental treatment, and 2) to aid in
recording the resulting behaviour. The use of apparatus is widely regarded
desirable (e.g. McGuigan 1968), but for some purposes it is essential. An
example of studies like this are psychophysiological studies.

The use of apparatus often also enables the researcher to go back to the data if
need arises, and in some cases (e.g. video recordings) even to collect new data
after the completion of the data collection phase.

An important feature in data collection is to ensure that the observers and
subjects understand their tasks and perform in the manner required. Written
detailed instructions serve the purpose well, but for some methods the
observers require special training.

During data collection each observer or subject should act independently of

one another, unless of course the purpose is to study e.g. the subjects’
interaction or group dynamics.
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IV.5 Other considerations

The experiment should also meet the ethical standards. The subjects (and other
people affected) must not be exposed to any higher risks of physical or mental
suffering because of the study than they are normally exposed to. The subjects’
identity must not be revealed. The researcher should honestly report and
publish all findings, even if some of them are contradictory to the opinions and
goals of the researcher or the commissioner of the study.

The research has also some legal requirements. In most countries, data on
accidents, traffic violations, socio-economic features etc. can not be used
without a legal permission. Sometimes the researcher can also have access to
such product development and technical data, which is covered be patents or
copyrights, and must not reveal this data without a legal permission.
Complicated legal problems can arise if new discoveries of sometimes high
economic value are made during the course, but can be avoided if such
situations are foreseen and already settled at the beginning of the study.

At field studies, the stopping of vehicles e.g. for interviewing the drivers can
in most countries be legally accomplished only by having the police to stop the
vehicles. Field studies should also be conducted so that the road users are not
aware of being observed i.e. the study does not cause additional safety
problems due to diverted attention of the road users. The video recording of
road users at field studies is in some countries legally possible only if the
authorities grant a permission for that.

If the study involves risk of accidents or other incidents possibly resulting in

economic compensations or legal conflicts, the experiment could be covered by
insurance.

IV.6 Accident reporting

Road and traffic safety studies are usually based on the accidents that are
reported to the police. In most European countries all accidents occurring on
public highway or street and resulting in death or personal injury should be
reported to and by the police. A reportable injury (or a serious injury) is
usually defined as fractures, concussion, internal lesios, crushing, severe cuts
and laceration, severe general shock requiring medical treatment and any other
serious lesions entailing detention in hospital, although some exceptions to this
defintion exist (UN 1991).

In practice, only fatal accidents are nearly always reported to the police.
Accident reporting declines as the severity of the injuries decreases. The
coverage of accident statistics based on police reports also varies somewhat
between different countries (see Table IV.1). Accident reporting also varies
greatly according to accident type and road users involved. Single accidents
and accident involving pedal cyclists are examples of accidents very poorly
covered by the official statistics (James 1991, FinnRA 1988).
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Table IV.1. Percentage of casualties reported by the police in some European
countries in the 1980’s (James 1991, FinnRA 1988).

UK D NL SF
Fatal 100 95 - 100
Serious 76 78 - -
In-patient - - 70 57
Slight 62 62 - -
All injuries 62 - 38 438

The coverage of accident statistics should be taken into account when applying
results or methods originating from another country, and appropriate
justifications should be made.

References

Elvik, E., Vaa, T. & Ostvik, E. 1989. Trafikksikkerhetshindbok (Traffic

Safety handbook). Oslo. Institute for Transport Economics. 467 p.

FinnRA 1988. Liikenneonnettomuustilastojen edustavuustutkimus v. 1985 (The
sample match of the traffic accident statistics in 1985). Helsinki. Finnish
National Roads Administration, TVH 741853. 52 p. + app. 8 p.

Hauer, E. 1983. An application of the likelihood/Bayes approach to the
estimation of safety countermeasure effectiveness. Accident Analysis and
Prevention, Vol. 15, No. 4. Pp. 287 - 298.

Honeck, R.P., Kibler, C.T. & Sugar, J. 1983. Experimental design and

analysis. A systematic approach. New York. University Press of America.

Pp. 1 - 43.
James, H.F. 1991. Under-reporting of road traffic accidents. Traffic
Engineering + Control, December 1991. Pp. 574 - 583.

Kulmala, R. 1992. Konfliktimenetelm3 (The Traffic Conflict Technique).
Espoo, Helsinki Univ. of Technol., Lecture Notes. 14 p. + app. 5 p.

McGuigan, F.J. 1968. Experimental Psychology. A methodological Approach.
Eaglewood Cliffs, USA. Prentice-Hall, Inc. 400 p.

Snedecor, G.W. & Cochran, W.G. 1980. Statistical methods. Ames, Iowa,

USA. The Iowa State University Press. 7th edition. 507 p.

Stuart, A. & Ord, J.K. 1987. Kendall’s Advanced Theory of Statistics.

Volume 1. Distribution Theory. London. Charles Griffin & Company Ltd.

5th edition. 604 p.

UN 1991. Statistic of Road Traffic Accidents in Europe. United Nations.
Wonnacott, T.H. & Wonnacott, R.J. 1984. Introductory statistics for
business and economics. New York. John Wiley & Sons. 3rd Edition.
746 p.

43



V. EVALUATING THE EFFECTS OF TRAFFIC SAFETY MEASURES.

V.1 Evaluation of the traffic process and its safety effects.

Siem Oppe

Before, we stated that the object of safety research is not the accident, but the critical
event in traffic that may result in accidents. The conditions causing lose of control. This
view is extensively worked out in the Proceedings of "Evaluation 1985", a Symposium
organized by INRETS and held in Paris. We will give some citations from these
proceedings. Evaluation is the check on our understanding of the process. It is the process
of learning from past experience, to see what is and is not valuable. Hauer (1985) states:
" ... I have now come to hold a definite view: for measures which I have examined
(mainly in the field of highway and traffic engineering), experience is rich but knowledge
is poor.” (p135). And somewhat further:

"The passage from Experience to Knowledge is via the process of Learning. It seems to
me that we face a communal Learning Disability." (p136). And in his summary:

"The source of this difficulty is in the absence of a properly structured process of
learning. ... First it must be protected from the various vested interests. Second, it is a
task for the professional in evaluative research. Third, the methodological ability to
amalgamate knowledge extracted from diverse data sets must play a central part in the
process.” (p 140).

The process of evaluation is indeed complicated. We can only give an overview of some
aspects and mention some pitfalls. According to Hauer’s first point, many problems arise
from evaluating one’s own work. The precautions mentioned in the succeeding sub-
chapters, related to the second and third point, will often be ignored voluntarily or
involuntarily, because we do not want or cannot permit ourselves to be confronted with
negative outcomes of our work.

What has been stated about the accident, counts also for the evaluation process. If one
needs to state the effect of a measure, the outcome of the process is the criterion. We will
call this kind of evaluation "product-evaluation". However, if we want to learn why a
measure works or does not work, we have to look into the process. We will call this
"process evaluation". It concerns the study of the underlying process. This regards study
of the behaviour of cars, their drivers and other roadusers in order to detect human error.
Conflict analysis is a special kind of behavioural studies. It concentrates on the critical
events in traffic, mostly on encounters between roadusers with serious danger involved. It
is a misconception to look at conflicts only as a "surrogate" for accidents. The use of the
number of serious conflicts can indeed be used as a "product”-measure, but its most
valuable application concerns the study of the traffic process and the conditions leading to
seriously dangerous events. Oppe (1985):

"Because in traffic the degrees of freedom for the individual road users are extremely
large, traffic safety problems have to be solved by the road users themselves, while safety
workers can only improve the conditions. This is the main reason for the importance of
the study of traffic behaviour." (p 323). We should indeed not forget that the main RTI-
system in traffic is the human brain. We cannot ignore the study of its ins and outs if we
try to understand the traffic system and its errors.

44



Grayson (1985) states:

"... it has been argued that the ultimate aim of road safety research is to gain control over
the system it studies, and that this control can only come through understanding.
Evaluation procedures solely based on the examination of accident data add little to this
understanding; it is therefore somewhat ironic to observe the considerable efforts that
have been devoted to find the 'best’ surrogate measure for accidents. In the long term a
far more important aim is to gain insight into the operation of the system, and evaluating
the effects of change can provide the ideal opportunity of achieving that aim." (p 386).
Process evaluation will be the major concern of prospective safety analysis. In
retrospective analysis it leads directly to the study of traffic behaviour and traffic
conflicts. We refer to these chapters for an extensive treatment. In this chapter we will
cover the evaluation of the final outcome of the process and only deal with process
evaluation shorly.
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V.2 Methods for process evaluation.

Frank J.J.M. Steyvers

V.2.1. Behavioural Process Evaluation.

The traffic safety effect of a RTI-application designed to execute and/or support a traffic
task depends on three factors: system reliability, man-machine interaction (MMI) and
the traffic environment (see DRIVE Safety Task Force, 1991). Each of these factors
consist of many aspects; deficiencies at the system level may cause effects on the MMI-
level, which in turn may result in negative effects at the level of traffic participation.
Hence it is better not to regard these stages as three separate and independent entities; it
is necessary to approach them in an integrated way. One part of the problem may consist
of ignoring the fact that making decisions on a seemingly purely technical level still may
influence behaviour and traffic characteristics at an aggregated level. For instance, the
technical robustness of an application may be completely dependent on the choice of the
used equipment and parts and the thouroughness of the assembly process. However, when
(due to budget cuts, or whatever) an application turns out not to be failure-proof in the
long run, the question immediately rises what will happen with MMI- and traffic safety.
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To minimise the possibility of bad decisions and errors in the process of system
development that affect traffic-safety, a so-called "Systems Approach" is necessary. The
term "System" is used in this context for the total, the technical and behavioural elements
and interactions involved, and it is not confined to a technical device and its technical use
only. Taking the Systems Approach as a guide, it will not be a surprise that the general
stance of the proposed evaluation is an ergonomics’ stance. We think this is the most
appropriate way to treat safety problems (see e.g. Brookhuis & Brown, 1992). There is a
task (some traffic task, such as driving, or controlling and managing the flow of cargo on
a corridor), there are applications that (should) support and assist the task performance,
there is a task environment (e.g. the road), there are task executers (drivers, traffic
control operators), and others in the System environment. This is the context of the
situation where ergonomics is "invented" for. The Systems Approach is in essence
mutltidisciplinary. Technical engineers, together with experts on human factors and
ergonomists should work together to evaluate a system. The various disciplines will
contribute to such an evaluation and supplement each other in the evaluation process.

Traffic safety problems may originate from the design of a system. Safety evaluation
which starts already at the design stage may prevent developers from making mistakes
that otherwise would have costly consequences when detected after implementation.
Wilson (1990) discerns two design processes that may be followed: one for the design of
work spaces (especially relevant for traffic-control tasks, but in abstract form also for
driving tasks; this process originates from Grey et al., 1987), and one for the design of
products. The common factor in these processes is also discernable in the description of
the design process according to the DRIVE safety task force, 1991, figure below:
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As one can see, ample place is reserved for proper evaluation and testing, and there is
room for ergonomical input. Also there are various feedback loops to assure the
possibility of adjustments after evaluation of the results at a particular stage. The tools
necessary to perform these evaluations and tests are presented in later chapters.

After the implementation of a device or system in real traffic, its effect on safety should
be monitored and evaluated, and eventually adapted to changed circumstances. One of the
devices to do this is a comparative analysis: does the system do what it is supposed to do
and how it is supposed to do it? Elements of this analysis are output comparison,
performance comparison, task comparison and user comparison. For these comparisons
the same set of tools are available as for the design-stages evaluation, but now in the
operational phase in stead of the testing phase. The results of these analyses may be fed
back into the "lifetime cycle".
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V.3 Methods for product evaluation.

Siem Oppe

In principle, we will assume that the evaluation is concerned with the analysis of numbers
of accidents, or with numbers derived from accidents, such as accident rates or with
surrogate measures such as the number of conflicts.

Three types of (implicit or explicit) assumptions may be involved in executing an
evaluation analysis on these measures. Assumptions about the underlying process of the
model that describes this process and about the stochastic nature of the observed data.
Particular problems in executing an evaluation analysis are related to the following
aspects.

a. process assumptions:

(1) nothing else happens during the implementation than the change of the factor
under investigation or the intervention itself.

(i)  the measure selected is a relevant and unambiguous indicator for the process or
intervention.
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b. model assumptions:

(1) structure of the model (linear, log-linear, study design restrictions etc.)
(i) testing (vs. description, parameter estimation etc.)

(iii)  time dependence (stability of history and future).

(iv)  prior knowledge (bayesian vs. non-bayesian approach)

c. statistical assumptions:

(1) nature of the variables (level of measurement, stochastic properties)

(ii) distribution assumptions of the variable(s) measured (kind of basic distribution,
asymptotic assumptions etc.)

(iii)  selection of sample (sample size, representativity and bias etc.)

(iv)  selection of statistical test given the problem, the nature of the variables and the
assumption on the distributions (error types, null-hypothesis, relevance vs.
significance etc.)

For a general treatment of the model and statistical assumptions, refer to the chapter on
accident analysis. Here, we will briefly discuss some of these aspects in relation to the

process assumptions and the selected evaluation procedure, and give some examples of

problems.

V.3.1. Before and after studies.

The most elementary way to detect effects of safety measures, is to compare the level of
safety before and after some measure has been taken. The assumption is, that if nothing
else happens, then a change in the level of safety must be addressed to the measure. The
measure may be a safety measure, in which case a positive result is expected or some
other measure, of which it is assumed that there might be a positive or negative effect on
safety. The procedure chosen in this case is often to compare the number of accidents in
the before period with the number in the after period and test on the basis of a number of
assumptions, whether or not this result is significant.

Apart from some general remarks with regard to the statistical and model assumptions
that are treated in more detail in the chapter on accident analysis, we will focus here on
some particular process assumptions that are relevant for evaluation.

"a (i)" is a very strong assumption that will be violated in almost all simple before-after
studies, and therefore makes this test practically useless. Even if a more subtle test is
used, then it is still necessary to look in advance for alternative explanations of possible
effects, in order to be sure that assumption "a (ii)" is met.

A check on the existence of alternative explanations is partly possible if the before and
after test is not applied to one before and one measure, but instead on a series of
successive before and after measures. If the time trend shows a sudden discontinuity at
the precise moment of the intervention, then the result will be much more convincing. A
good example of such an approach (in a much broader context than just before-after
testing) can be found in Harvey and Durban (1986). Figure V.1 is taken from that study.
But even combined with a more dedicated time-series analysis, these assumptions may be
violated seriously. Figure V.2 is taken from Haight (1986). This study discusses several
evaluation studies, one of which is a study of the safety belt law effect on accidents in
Victoria, Australia that reports reductions of 44% on fatalities and 48% on injuries.
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Figure V.1l. Example of a time-series analysis to detect an
safety Dbelt intervention effect, according to Harvey and

Durban (1985).

The sudden change in the number of accidents is addressed to the effect of the safety belt
law that happened to take place at the turning point of the curve. It is well known that in
almost all developed countries the number of fatalities increased first and then decreased
in the seventies. This effect, can be noticed for all accident types. A reasonable
explanation for this phenomenon is, that the rise and fall of the total number of accidents
is caused by the joint effect (the product) of a monotone increase in traffic volume and a
monotone decrease in traffic risk, caused by community learning (Oppe, 1991). This
community learning is the aggregated effect of all kinds of safety actions and safety
measures taken by individuals and society. Figure V.3, taken from that study, gives an
example of this description for West Germany.

We stress this point so extensively, because in a large number of evaluation studies, this
decreasing trend is addressed to the particular measure under investigation, as is the case
in figure V.2, making the measure almost automaticly effective.

In fact this increase and decrease in accident numbers might cause serious difficulties in
ordinary time-series analysis, e.g. by means of ARIMA modelling, where only the
development of the measurement variable is investigated, without the use of external
variables to explain the trend. These problems can easily be met in structural time-series
analysis such as Harvey’s method. But it essentially depends on the theory about the
development of the process at hand. A product evaluation should therefore be based on a
description of the process behind the numbers. This is an important link between the
product and process analysis and also between prospective and retrospective analysis. It
cannot be stressed too often that a sound retrospective product evaluation should be based
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on a prospective process
evaluation, in which the
hypotheses and models are
specified. If just an empirical
description is given for
developments in the past, and
prognoses are based on these
developments, we still might
be tempted to conclude that an
unknown intervention must
have taken place, if the
development changes. Loosely
paraphrasing Kant: stating a
hypothetical effect of a safety
measure without evaluating it iv oy 3
by means of observations is an
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is a blind procedure. Year

The need for an explanation of

the ‘sudden decrease in Figure V.2. Example of a misleading
accident numbers at the trend analysis from Nichols (1982),
beginning of the seventies according to Haight (1986).

actually led to the introduction

of a mysterious "energy crisis effect”. This on first sight mysterious effect becomes
logical, given the theoretical explanation regarding the two basic monotone developments
of traffic growth and risk reduction. Anyhow, it would be hard to believe that the
introduction of the safety belt law causes this enormous effect as suggested by figure V.2.
I.e., how to explain the effect in the first place and secondly, why the measure continues
to work steadily over such a long time. Figure V.4 illustrates the general misuse of this
phenomenon in before and after studies. We see a steady decrease in the number of
fatalities over time, without any particular change at the moment of intervention. If we
now do a before-after test on the data of a three year before and a three year after period,
then we will find a significant intervention effect. We can even estimate "the amount of
reduction in accidents caused by the measure”. The next design, including a control
group, largely prevents us from such erroneous conclusions, but still a time related
analysis is advised also in that case.

V.3.2. Before and after studies with control groups.

There are a number of possibilities. The simplest case is the above mentioned before-after
study. One may state that the before period is the control group in that case. He may try
to solve the problem by excluding alternative explanations, and therefore selecting a
measure specific accident type (e.g., for the effect of safety belts the number of
cardrivers killed in accidents in stead of the total number of fatalities as used in figure
V.2). But there may still be another explanation possible, e.g. when all other accident
types also show the effect.
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If the fatalities of other
roadusers than cardrivers
Or car passengers are
used to check whether
the effect is accident type
specific or not, we speak
of a controlled before
and after study. The
general idea is, that
every thing else being
equal for both groups, a
change in the
experimental group and
not in the control group
must be addressed to the
effect of the measure.
Such a test assumes that
"everything else" is
equal. This needs to be
checked in advance. Not
every other group is a
correct control group.
The development in the
before period should be
similar, and only deviate
in the after period
because of the
selectiveness of the
measure.
Furthermore, the
particular kind of change
is important. Figures
V.5a and V.5b give
examples where we
might argue that the
effect as measured
cannot be addressed to
the measure taken.
Therefore, we always
have to check for
developments in time.
So far, we used one type
of control, i.e. relevant
versus non-relevant
accidents. Other types of
control are possible. E.g.
when a number of traffic
locations are adapted
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according to some design
standards, the control group may
exist of locations of the same type
that are not treated. Another
possibility is, to choose locations
that are of the same type as the
experimental locations after the
improvement. The choice for both
types of before and after control
groups is also possible.
We will treat some other problems
in relation to this example. In
general, research of this kind can
only take place on a restricted
scale. Because the number of
accidents per location per year is

: small on the average, long periods
before after are necessary before and after
evaluation. This may cause
unwanted changes, taking place at

the experimental or control
Figure V.4. Erroneous effect of a |ocations or both. The longer the
safety measure, ignoring the time
trend.

accidents

period the more serious the
problem. This is one of the
reasons for using traffic conflicts
as a surrogate measure for accidents. As described elsewhere, this is not the most
promising application of the conflict technique, but it is probably the best alternative for
such situations. In this case one has to measure serious conflicts instead of all conflicts, to
be sure that a relevant safety criterion is used. The problem of predictive validity is
connected to this kind of use.

The advantage of using the conflict technique is the short time necessary for evaluation.
Therefore, unexpected changes in the situation or effects of other interventions can be
prevented.

The ideal before-after experiment with control group is carried out in a completely
controlled (laboratory) situation. Mice from the same stem are treated or not treated with
some medication etc. In our type of research this is not possible. All kinds of variables,
correlated with the number of accidents, will disturb the situation. Strict selection on all
relevant variables will result in empty sets of control locations. Some variables cannot be
controlled by definition. The most important of these being measures of exposure to
danger (numbers of passing cars, encounters in traffic, amount of vehicle kilometers,
pedestrian crossings etc.). In an Analysis of Variance (ANOVA) type of analysis, this can
be covered by means of covariance analysis. In case of a Chi-square analysis or a log-
linear analysis as often used in accident analysis, accident data can be corrected for
exposure (strictly speaking, under the assumption that this number is a constant and not
itself a stochastic variable). Andersen (1977) gives an example of an analysis of a two-
way contingency table with "unequal cell rates". De Leeuw and Oppe (1976) proposed a
Weighted Poisson Model for multi-way tables with weight factors for the observations in
cells. Sometimes researchers switch over to an ANOVA- type of analysis in case of
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accident rates instead of accidents. However, this is atleast surprising if one realize that
the Chi-square and log-linear model are soundly based on the assumption that the cell-
probability, under the assumption of independence, is the product of the marginai
probabilities. Stepping over to the ANOVA type suddenly changes the multiplicative
model into an additive one.

2 £
c
% :
contro!
exXp.
hefore after before after
Figure V.5a. Appearent effect Figure V.5b. Appearent effect
due to difference 1in time due to negative development
trend. of control group.

Therefore, the previously mentioned techniques are better alternatives. These techniques
make it also possible to compare data collected over time intervals of different length or
at different numbers of locations.

Another problem related to the fact that we are confronted with the lack of an ideal
laboratory situation, is that we often cannot select our data according to an orthogonal de-
sign. In a complete factorial design, all possible combinations of experimental factors are
investigated, in order to be able to address effects to specific variables. In case of
incomplete designs, great effort is put to the randomization of observations over possible
cells. As stated in chapter VI, this problem that is sometimes called the problem of
"structural zero’s" or incomplete tables, is often ignored. The type of problem treated in
that chapter can often be solved using an analysis on counts weighted for exposure.

V.3.3. Before and after studies with selected groups.

In general, if accident numbers from a before and after period for one single situation
(location, area, country) are compared to each other, in order to evaluate the effect of a
safety measure, it is assumed under the null-hypothesis that these two numbers are
samples from the same Poisson distribution with some fixed parameter x. The outcomes
will vary according to the stochastic nature of the process. The testing procedure is based
on the probability that a difference of some extent between the two measurements is just a
result of the stochastic nature of the process. If this probability is too low, then the null-
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hypothesis that both
measures come from the
same Poisson distribution s
will be rejected. The tests
make use of the fact that for
the Poisson distribution the Y
mean and variance are
equal and can be estimated
from one observation. If we
have a large number of
situations, then these may
have different Poisson
parameters. The
contingency of the outcome
at a certain moment, will
not easily be separated from
the variance in Poisson
parameters in the resulting
accident numbers. On the
assumption that the Poisson
parameters are Gamma
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the mean and variance of (1986) .

the distribution of accident

numbers gives an indication of the variance in the Poisson parameters. If the variance-to-
mean ratio is considerably greater than one, then the hypothesis that all observations are
from the same Poisson distribution must be rejected. Naive observers tend to under-
estimate the fluctuations by mere chance. Therefore, if a series of observed accident
numbers is ordered from high to low, then normally most of the extremes result from
accidental fluctuations and not because of a high Poisson parameter. This is shown by
collecting the same kind of data for the next year and look at the transitions from the low
or high group in the first year to the low and high group of the second year. A significant
number of high values will go to low group and vice versa. This effect is called the
regression-to-mean: the mean number of accidents for both groups will have a tendency to
shift towards the total mean. Figure V.6, taken from Hauer (1986), gives an example of
the extent of this effect.

In black spot improvement programmes one often selects the locations with the highest
number of accidents for treatment. In this case, even if nothing changes at all, the mean
number of accidents in the selected group will drop substantially. In the Netherlands,
some years ago small green poles were placed at five high accident locations. The results
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were surprising after the first year and hit the newspapers. No attention has been given to
this measure in later years, probably because the effect did not last. Hauer presents a
procedure to estimate the extent of this effect. Boyle and Wright (1984), in applying this
rule, find empirical values that do not confirm the rule given by Hauer and explain the
deviation as the result of accident migration. Maher (1990) shows elegantly that an
altenative hypothesis is possible, assuming that the traffic flows at the various locations in
the network are correlated. The amount of correlation necessary to explain the data used
by Boyle & Wright is not unreasonably high. Maher presents rather simple procedures to
estimate the regression-to-mean effect (using the same assumptions as Hauer did), as well
as the amount of correlation in traffic flows necessary to explain the migration effect.
From the discussion so far it should be clear that if the before data are selected from a
larger set and not random or if these data are related, then one cannot apply simple
before and after studies, with or without control.

Researchers who are in desperate need for positive evaluation results, should select worst
safety cases from a sample on the bases of a short before period and compare the resuits
in the after period with the safest cases in the sample as a control group.

V.3.4. Evaluation procedures with prior knowledge of effects.

In most traditional testing the null-hypothesis is: there is no effect (nothing changes, there
is no difference etc.). Generally speaking, this is a sound procedure, because otherwise a
large number of measures would be applied before their irrelevance was proven. If a 10
percent effect was claimed for such a measure, a rejection of such a null-hypothesis
would leave us with the awkward conclusion that the effect was not 10 percent (maybe 9
percent?). To avoid problems like this also with regard to the rejection of the null-
hypothesis of "no-effect”, it is generally better to estimate effects and their error bounds
than to test the null-hypotheses.

In practice, however, one hardly uses such information already available when performing
a new test or estimation procedure. One again estimates the parameters and their error
bounds from the available information in the experiment or research project. If ten such
independent tests all came to the same result, then one would like to combine these results
into one stronger statement. In Bayesian statistics, the outcome of the first experiment is
taken as a starting point for the new experiment. The estimate is then revised on the basis
of the new information. E.g., one wants to know the probability of heads coming up,
given a throw of a dice, one could use the information of the previous throws. This way,
one can learn from previous experience whether the dice is false or not. The longer the
series of previous throws, the less one will revise his opinion. The weight of the new
information will become less and less, the confidence in the correctness of the "prior
odds" will become larger and larger. The "posterior odds" will deviate less and less from
the prior odds. Such a process in which the prior odds are based on an objective criterion
is called an "empirically bayesian procedure" (named after reverent Thomas Bayes, who
first proposed this procedure for the revision of one’s beliefs).

At the starting point of such a revision procedure, one needs a prior value. In a lot of
situations it is not obvious how to choose such a prior value. "Previous information", of a
kind hardly to specify, will guide our choice in such situations (is he tricking me? etc.). If
there is not a rational base for the choice of the prior odds, one often speaks of a
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"subjective bayesian procedure”.

Examples of the application of bayesian procedures in safety evaluation can be found in
Hauer (1986). One example concerns an estimated effect of a rehabilitation programme
for drunk drivers. A large number of experts were asked for their opinion on the
effectiveness. The prior values were derived from the estimates of these experts. These
values were revised on the basis of empirical evidence of accidents before and after the
drivers followed the programme.

It turned out that the experts opinion was largely dependent on the kind of expertise. The
programme leaders, as well as judges rated the effect highly positive, engineers much
lower, researchers (especially psychologists) very low or nil. Although the idea that in
principle there must be at least some knowledge that can guide us in such a situation, the
safe conclusion in this case would be to suggest the use of a conservative estimate, i.e. a
prior estimate of "no-effect”. The results of two evaluation studies indicated a small
positive and a small negative effect. Starting from a prior value based on the highest
subjective estimate, still a substantial although much lower positive value results.

Again, a desperate evaluator should find himself an optimistic expert and revise his
opinion on the basis of a small scale study.
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VI. ACCIDENT ANALYSIS.

Siem Oppe

V1.1 Exploration and confirmation.

The distinction between process and product evaluation is, statistically speaking, highly
correlated with the distinction between exploratory analysis and confirmation.
Confirmation procedures are based upon explicitly expressed expectations, laid down in
hypotheses. The most simple example is the hypothesis of no-effect (no change, no
difference). Simple a test of this kind may be, both conceptually and statistically, its
simplicity is its main pitfall. We will illustrate the necessity of a sound theory and
experimental design as fundamental conditions by means of some examples.

Al: A2:
belts no belts
Bl: no injury 91 20
B2: injury 14 51

Table VI.1 Relation between the use of safety belts (A) and seriousness of accidents (B);
theoretical example.

Table VI.1. represents the (theoretical) outcome of an investigation regarding the effect of
safety belts. In many studies we find the results reported in a number of two-way tables.
Inspecting this table, it is obvious that there is a highly significant interaction between the
use of safety belts (A1) and the probability of having an injury (B2). We can even
estimate the effectiveness of safety belt use and compute error bounds for this effect.

Cl: C2:
rural urban
Al: A2: Al L2
belts no belts belts no belts
Bl: no injury 90 10 1 10
B2: injury 9 1 5 50

Table VI.2 Disaggregation of table VI.1 according to variable C; the interaction between
A and B disappears.

However, if table VI.1 turns out to be the aggregated result of the two subtables in VI.2
according to rural or urban conditions (C1 and C2 respectively), then we are confronted
with a serious problem. The conclusion drawn from table VI.1 does not count for either
of the two sub-tables. The safety belt effect on accidents turns out to be an artifact of the
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relations between the location and the use of safety belts and of location and injury.
Ofcourse this is a theoretical example (we are not seriously stating that safety belts are
ineffective), but it illustrates how wrong obvious conclusions may be. Table VI.3 gives an
example where effects are present in the three-way table, but completely disappear at the
two-way level.

Al A2

Bl B2 Bl B2

Ci 10 5 5 10
Cc2 5 10 10 5

Table VI.3 Example of a second order interaction effect, disappearing in each possible
two-way table.

The conclusion should not be that we have to investigate three-way tables instead of two-
way tables, but to analyze the situation, trying to understand its (possible) structure,
before we state or test our hypotheses. The confirmation should be based on a sound
theoretical framework. If we expect interactions with other variables to be of influence,
then we either have to adapt our study design or else our analysis, in order to take these
variables into account.

The next example concerns design problems. Imagine that table VI.4 results from an
investigation of accidents in relation to characteristics of the location, showing the relation
between the type of road (T) and the type of street lighting (L). Again, there is an
obvious effect, suggesting a strong safety interaction effect between the type of road and
the type of lighting. The road types seem to have safety problems under special lighting
conditions. However, if the road administrator has a rather strict policy regarding the
installation of types of lighting depending on the type of road (preferring the combinations
T1-L1, T2-L2, T3-L3), then the safety effect is an artifact of this policy and does not say
anything about the safety effect of combining these conditions.

Ll 20 5 3
L2 2 15 1
L3 3 7 25

Table VI.4. Number of accidents for different road types (T) and types of lighting (L).

If all types of lighting were equally spread over all types of roads, the effect could
disappear completely. This problem, in its extreme form known as the problem of
structural zero’s, is a serious problem in contingency table analysis. Technically speaking,
it can be solved by means of a correction for exposure, but this makes a modification
necessary for the analytical technique.The usual Chi-square test is only applicable to
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counts and not to rates. Chapter V gives two references to techniques to be used for such
cases. We will no go into those details here, but only to state that a theoretical
framework is necessary for applying significance tests.

It is the main concern of exploratory data analysis to investigate the structure of the
problem. It often regards the structure of relations between a large number of variables,
possibly connected with the problem under investigation.

In laboratory experiments a lot of effort is put in the design of the study, in order to
control the experimental and control situation. In traffic and traffic safety research this is
hardly ever possible. However, although we cannot control the situation, this should not
mean that we have to ignore the possible effects. In many, highly dedicated log-linear
analyses this design problem is seriously overlooked.

V1.2 Accidents as chance phenomena.

Accidents are unexpected and unpredictable events. They have a stochastic nature.
Knowing the probability that such an event may happen, does not tell us when and where
it actually will occur and to whom. Furthermore, accidents are rare events. Because of
this we cannot wait for them to happen at a particular time and a particular place, in
order to study the context of its occurrence. Piling up information about accidents
aggregated over a long period and/or wide range of locations and/or individuals will give
us information about the probabilities of accidents. The nature of the process of accident
occurrence should tell us which conclusions can be derived from this information. We
know that a location with 3 accidents in a certain year need not be more dangerous than a
location with four accidents; the numbers may be reversed the in next year. If these
numbers are 30 and 40 respectively, we may wonder. Statistics should tell us with what
degree of certainty we may derive at conclusions.

Statistical expressions (significance tests, parameter estimations, error bounds of
estimates) are based on assumptions about probability distributions and these again on
assumptions about the nature of the process.

V1.2.1 Distributions and hypothesis testing.

Libraries are written on these subjects. The over 600 pages of the first volume of the
latest edition of Kendall’s classical treatment of the Advanced Theory of Statistics (1987)
is completely dedicated to distribution theory. The equally sized second and last volume
deals with ("the essential theoretical topics" on) classical inference and relationship. We
will not have any ambition of covering this area and refer to one’s own textbook on this.
The only intention here is to make some marginal notes related to the use of statistical
techniques for the analysis of results from traffic safety research.

The distributions that are generally applied in statistics are the (Multi-) Normal
distribution, the Poisson distribution and the Binomial or Multinomial distribution. All
these distributions are also regularly used in accident analysis. The Normal distribution is
a continuous probability distribution, defined on the real line, ranging from plus to minus
infinity. The other distributions are discrete, and defined on the set of positive integers,
including zero. Other distributions are sometimes used in combination with these
distributions (e.g. the Gamma-distribution and the Beta-distribution), or derived from the
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previous mentioned distributions ( the Chi-square distribution and the Negative Binomial).
We will restrict ourselves to the three basic distributions and the basis is for their
application.

V1.2.2 Discrete distributions.

The most widely accepted assumption is that accidents are "generated according to a
Poisson process” and that therefore the Poisson distribution is the genuine probability
distribution to be used. According to Feller, 1964, page 400 vv., the basic assumption for
the Poisson process is that it is homogeneous in time (which means that the probability of
one or more events to occur does not change as a function of time) and independent of its
history (which means that the probability does not depend on previous outcomes of the
process). Given these assumptions, a simple system of differential equations can be
derived leading to the Poisson distribution, as a member of the exponential family of
distributions. This distribution is written as:

P(x; M) =e™*-A¥/x! ( VI.1 )

where A is the rate parameter and x the actual outcome.

A general characteristic is that the mean and variance are equal to the rate parameter.
This affects the application of statistical procedures where homo-scedasticity ( equality of
errors over the whole range of observation) is assumed.

There has been a lot of discussion whether the first assumption for a Poisson process is
correct. Taken over a long time, it certainly does not hold (according to changing
conditions such as rush hours, weather conditions, hours of driving etc.). However, if the
conditions within a certain short period are stable, the homogeneity assumption seems
applicable. Because accidents are rare events, the assumption that they are independent is
less crucial than the homogeneity assumption.

It turns out that the number of accidents can indeed be described surprisingly well by the
Poisson distribution, even over larger periods of time or larger areas. A reason for this is
that the sum of a number of Poisson variables is again a Poisson variable, even if the
Poisson parameters are different. Therefore, although the (compound) distribution of the
number of accidents from various road locations with different Poisson parameters will
have a variance grater than the mean, the variance of their sum can be estimated as equal
to that sum.

Additional assumptions are sometimes made, in order to analyze results from those
compound distributions. A well-known example is the assumption that the Poisson
parameters follow a Gamma-distribution (Greenwood and Yule, 1920). In this case the
conditional distribution for the observations given the Gamma distribution is a Negative
Multinomial distribution. The parameters of this distribution are easily computed. The
estimated parameters for the assumed Negative Binomial distribution can then be used to
study the Gamma distribution of Poisson parameters. Greenwood and Yule used this
assumption to study the distribution of accidents for a group of labourers, in order to
describe individual differences in risk. This started a large number of studies regarding
the so-called "accident proneness” of persons, e.g. as a road user. There is no theoretical
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reason for the choice of the Gamma distribution. However, its acceptability follows from
the fact that this distribution is rather flexible and may be used as an approximation for a
large range of possible distributions.

Another discrete distribution that is often used is the Binomial distribution. Different from
the Poisson distribution, its assumptions are not based on aspects of a process in which
events may occur randomly. The assumption is that a fixed number of events n is given,
of which it is uncertain what the outcome of these events will be. The event may be a
crossing of a bicyclist at an intersection and the outcome that he gets involved in an
accident (or not). The first assumption then is that for each event there is a fixed
probability p for the outcome to occur (and therefore 1-p for the non-occurrence of that
outcome). The second assumption that the outcome of each event is independent of the
outcome of other events. Given these assumptions probabilities can be computed for the
possibilities of all possible outcomes for the total of the events. E.g. what the probability
is of four bicyclists out of ten, having an accident. These probabilities can be calculated
for each given number n of events and each fixed value op p between zero and one, for
each possible outcome x of the total. This distribution is given by the following formula:

Banp) = " |pe-pr = - pra-py (VI2)
X x!+(n-x)!

where n is an integer and x can take all values from O to n.
In the above example n, the number of crossing bicylists considered, will be too large and
p too small in practical cases to use this formula itself and approximations of this formula
will then be applied. In other examples (e.g. to test whether at some location with n
accidents, the number of bicycle accidents is higher than expected, given an average value
for p at such intersections), the formule can often be applied directly.
If various types of outcomes are possible (e.g. various types of accidents instead of
bicycle and non-bicycle accidents in de last example) then the Multinomial distribution
can be used. The Multinomial distribution is an extension of the Binomial distribution,
based on the same assumptions. Instead of a partitioning of the n accidents in x and n-x,
this becomes a partitioning in x,, X,, X3, ... according to the number of possibilities. The
formula for this distribution then is:

n! x

x
M(x, Xy, . s0PLPy ) = ———— DI Pyt e (VL.3)
XX,

The x’s are supposed to be mutually exclusive (not overlapping) and exhaustive (add to
n). In case of two possible outcomes, the Multinomial distribution reduces to the
Binomial.

The Multinomial assumptions, regarding the result of a partitioning of a number of n
accidents in a number of m classes, are the basis for applying a Chi-square analysis on
the distribution of accidents in a two way table. The test applied is based on the
approximation of the outcomes of the Multinomial distribution by means of the Normal
distribution.
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A conditional test of Poisson variables, given their sum, reduces to a Multinomial or
Binomial test. This fact links both discrete distributions to each other. For a fixed number
of n possible events, with fixed probability p for accidents to occur on each event, the
Binomial distribution has an expected number of np accidents and variance np-np?, the
last term being positive. The Poisson distribution with an expected number of np
accidents has a variance equal to np, which is always larger than the Binomial variance.
This is a consequence of the fact that the condition of a fixed number of events does not
apply anymore.

VI1.2.3 The normal distribution.

Almost all testing depends directly or indirectly on the normality assumptions. Even tests
on discrete units such as counts are mainly based on these assumptions, although the
normal distribution is continuous. This is caused by the fact that the normal distribution is
"the limit distribution" for the discrete Poisson and Binomial distributions. This means
that with large numbers of observations, both distributions can be approximated by the
normal distribution. Examples are given in figure VI.1 and VI.2.

These figures show that
discrepancies between
the Binomial and Poisson
distribution with equal
mean value may be
considerable. As said
before, this is a
consequence of the 0,15-
difference in variance,
depending on the value
of p. In figure VI.1 the 0,1 -
approximation of both
distributions by the
Normal distribution is 0,05
better in each case,
because the variance of = = s,

the Normal distribution 08— 3 o 5
is independent from the number
mean. In figure VI.2 the
approximation is worse,  pigure VI.1 Approximation of Binomial
because the mean is distribution with n=20 and p=0.5 and Pois-
small and the distribution son distribution with A=10.

skewed.

The use of the (multi) normal distribution for univariate of multivariate analysis is almost
invariably combined with the linear model.

Model parameters defined as linear combinations of normally distributed variables are
easily estimated as well as their error bounds. In the multi-variate case the assumption of
multi-normal distributed variables implies that all interrelations between the variables are
completely defined by the matrix of (two-by-two) correlations. This assumption is often
too strong. One should be aware of possibly higher order interactions. In chapter V we

o
&

Distributions

e
b
b

bincmial

probability

*

pelssah

nommai(polsson)

o o

Q #%n

normal{bin)

oK
Do
»0
xQ

[ 3
.3
>

®

62




saw that complications
might occur even if the
normality assumption is
reasonable. Some of the
relations may be spurious
(resulting from the joint
correlation with other
variables) or disappear. 0.151
In such cases partial <

correlations might give o o
insight in the underlying 0,11
structure. We refer to the
autocorrelation structure
in time series analysis as 0,05-
another example. Even 8 t

in the case of a simple ; 8 .

model with y, only 03 3 o e
depending on y,,, the number
auto-regression for series
more than one Figure VI.2. Approximation of Binomial
observation apart can be  distribution with n=50 and p=0.1 and
considerable, but the Poisson distribution with A=5.

partial correlation then

drops to zero. Checks on higher order relations are easily performed in log-linear analysis
of contingency tables. However, as we shall see, these tests are not always applicable.
The Poisson and Binomial distribution are very useful for the description of fluctuations

in the number of counts. If for a fixed number of accidents the assumption is that they
should be randomly distributed over two classes with fixed probabilities ( e.g. equal
probabilities for males and females), then the Binomial distribution is often used for
testing. If there are more than two classes, the multinomial distribution is used. In
situations where variable instead of fixed numbers of accidents are compared with each
other or with a norm, the Poisson distribution is often used.

Only in case of small samples the characteristics of these discrete distributions themselves
are used for testing. We then speak of "exact tests". For large numbers of observations
the normal approximation to these distributions is applied. In simple cases, such as the
comparison of two random numbers, the ordinary z-statistic is computed and tested. This
z-statistic (defined as the deviation of a normal variable from the mean, divided by its
standard deviation) is the value in the standard normal distribution that corresponds with
the observed value in a normal distribution with arbitrary mean and variance. All tests are
then reduced to tests based on this standard normal distribution. In more complicated
situations, such as the analysis of contingency tables, the test is based on sets of z-
statistics, under the assumption, mentioned before, that the multinomial distribution of
observations over cells of the table can be approximated by normal distributions for each
cell. The ordinary chi-square test is in fact a test of the sum of a number of squared
(independent) z-values. The degrees of freedom denote the number of independent z-
scores involved. Therefore, with one degree of freedom the 5 %- significance value is, not
surprisingly, equal to 3.84 (the square of z= +/- 1.96, the 5% significance levels for the
value of z).
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VI.2.4 The small number of observations problem.

From figure VI.2 it should be clear that with small numbers of observations, the
approximation by the normal distribution is rather crude and a chi-square test is not
warranted. Because the situation is rather complicated when there is more than one degree
of freedom (tables larger than the 2x2 table, with more than one standard normal variable
involved) only rules of thump are available for the use of chi-square tests on small
numbers. The classical paper of Cochran (1952) mentions a number of guidelines. A
large number of additional contributions is available, particularly from the seventies
onwards.

There are several methods to carry out exact tests on small numbers. 