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I. Accident hlack-spot techniqu€'s 

Accident hlack spots l1re usual I y rl€'fined "5 rond locAtions '."ith 

(relatively) accid€'nt potentials. 

In ord€'r to detect such" hazardous location, '"e hnve to know th" 
probability of an accident for a traffic situation of some kind (e.p,. th" 

crossing of 11 pedestrinn or the hetwpen two cars', or thp me1n 

number of accidents for some unit of time. 

The comparison of the prohahility or the menn with some norm (ahsolute 

hlack spots) or with the probahility or mean of other locations (relntivp 

black spots) may result in the detection of a hlack spot. 

Th€'re are a lot of problems related to this definition. In order to 

d€'fine our sample space, we hav€' to know what is and what is not an 

accident. Furthermore there are weighting prohlems if one Is interest .. d 

in loss resulting from "ccidents instea l ! of accidents themselves (e.p,. 

weighting with respect to severity). Although these prohlems ore in 

general underestimated, we will not go into detail on this suhject ;1n,l 

concentrate on the general structure of hlack spot analysis. 

In almost all known procedures, road locations ar€' treatp" ;15 isolaterl 

spots. 
One tries to detect the hlack.spots by estim;1ting the numher of 

future accidents at a specific location from the number of accidents that 

already have occurred at that location. For many locations, esppci;111y in 

built-up areas, the number of observed accidents is too small to :}n 

accurate estimation of th" accirlent potential. This le,wes us with a very 

inaccurate ordering of locations with regard to Rccident risk. We know 

that th€' hlack spots on the average are placerl higher on the list, but we 

cannot distinguish them suffiCiently from the grey, or even white spots. 

If one still uses this det€'ction method, then the next problem is to find 

the causes of the supposed danger. Little information is given in the 

2 

5,,",,11 aceident nU'11ht'rs and one is almost completelY dependent on an 

ad-hoc analvsls of the location, on rath€'r general theories only. 

This approach, in which locations are investigated as isolated spots, 

does not seem promising to tlS, E'specially not if the accident numbers are 

5", .. 11. 
An alternative procE'rlure starts from the comparison between the road 

locations. The central question is: "what do Accident hlack spots have in 

common ;1nd in which respects do they differ fro'11 safe locations?" 

If wt' cannot relate accident figures to characteristics of the locations 

treatment of black spots from general theories does not seem 

pOSSible at all. Therefore we think the analysis of black spots 

should with the inv€'stigation of the relations between the 

characteristics of road locations and for a group of locations 

that can he compared with each other. 

linear regression analysis and canonical correl;1tion analysis 

are often used to detect such relations. 

In this case, however, there are a numh€'r of problems to be solved before 

these techniques can he ;1pplied. Several characteristics (such as the 

kind of road surface etc.) do not seem metric and some of the metric 

characteristics do not need to h€' linearly r .. lated to the probahility 

an accident. It seems not unreasonable to expect a curvili""";,r 
relation hetween th€' prohahility of an ;1ccident and the width of a road. 

Furthermore, reflection on the combined effect of characteristics 
suggests to use multiplicative model", instead of models that are additive 

in the independent variables the prohahility of an accident at a 

location with characteristic A nnd H will he equal to the product of the 

probabilities for A and for B if both are independent. Experimental 

evidence supports these multlplicativ€' models (see: Rasch, 1973; Dppe, 

197'l ). 
However, new techniques are developed that account for all these 

problems. The solution of the problem is related to the canonical 
analysis of contingency tables approach as descrihed e.g. by Kendall F, 

Stuart, 1909 Vol IT, pp 5011 vv. 
Recentl y Goodman (I'lBI) compares this model with the log-linear models. 

The difference h€'tween both methods is that in the canonical analysis 

approach, one is interested in the scaling of variables in order to 

maximizE' the corrt'lation or dependency, where as in log-lineair analy",ls 
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one re scales the variables under the assumption of independency. Inter-

action, or association as Goodman calls it, CAn be investiAted within the 

loglinear model if one adds further restrictions on the residuals with 
regard to the row and column oosirion of these residuAls. Under Rpecial 
restrictions of this kind, both models result in identicAl solutions. 
The fundamental idea behInd the canonical-analysis ApproAch is, that the 

computation of the correlation coiHficient between the "non-linear" row 
and column variable makes sense after the proper rescaling of these 

variables. The analysis results in thAt scaling of both variables that 

maximizes this correlation coefficient. 
If we generalize this procedure to multiway tahles, then we arrive At 
some kind of non-linear principal-component" analysis: variables are 

res ca led in such a way that they are as "homogeneous" as possible (which 

means that there mean intercorrelation is MaximAl). 

A second generalization is found if we add new rows from different row 
variables to the table and eventually new columns from other new column 
variables. We then have some kind of super canonical-analysis problem, 
that reduces, after rescaling, to multiple linear regression (if there is 

only one column variable) or to the classical canonical correlation 
analysis (if there are more than one column variahles). 

These analysis techniques and the related computer programmes (Homals for 
the generalized homogeneity analysis and Canals for the generalized 
Canonical analysis) are developed at the Department of Oata theory of the 
Leyden State University. A full description is given in Gifi (19Hj). 

We will describe how used these techniques for the descri ption of the 

relations between accident figures and the characteristics of road 
locations. 

2. Blackspot data 

SWOV started an extensive research project in one of the Dutch 
provencies, called Noord-Brabant. This research was financed hv th" 

!'1inistry of Transport and the Noord-Rrabant Provincial Council. One of 
the investigations within the project was concerned with a description of 

the relations between many accident-, road- and traffic chnrncteristics 
of almost all public roads outside built-up areas in that province. Onta 
collection is done hy the Provincial Publ ic Works Department alld th., 
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regional department of "Rijkswaterstaat". The engineering office n.ll.v. 
took care of all data handling necessary before starting the analyses of 

this datn. 
The roads were classifier! in single-lane and dual-lane roads and each 
class consisted of three sub-categories. Each road was divided in parts 

of !Of) meters. Tntersections were deleted in the first analysis. New 
studies, concerning the intersections and larller units (routes) take 

place at the moment. A full report of this stur!y is found in SWOV (1981). 
use only some of the resul ts, in order to r!emonstrate the usefulness 

of the relational techniques for black-spot analysis. 
In Table lone will find the marginals, with regard to the total number 

of in,iury accidents for each group of road locations. Black-spot 
detection and analysis based on the accident figures of these locations 

ns such do not seem practical at all. 

We see that motorways have on the average the lowest number of accidents. 
The highest mean number of accidents (M) is found with dual-lane roads 

closed for slow traffic. If we correct for traffic flow then the single-
lane roads will most likely turn out to be more dangerous. 
As to the variance we see that this measure exceeds the mean, except 
for the dual-lane roads closed for slow traffic. The z-values, standard 

normal values derived from the Poisson index of disperSion which is 

defined as 

X2 
T 

- '1'2,'1) 

are Significant, except for the one road category mentioned. This 
suggests that all other sets of roads are heterogeneous and an 
investigation with regard to differences in accident potential does make 

sense. 
In a mixed PoisRon distribution, an estimate of the variance in Poisson 
parameters is given by the difference between the variance and the mean 

of X (see last in Table I). 
If we delete the locations without accidents and fit a truncated Poisson 

distribution to this data, then we find that not only the number of 
locations without accidents, but also the number of locations with I, 4 

and 5 accidents are system<lticly underestimated, while the numbers for 2 
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and 3 accidents are Therefore it is the 

difference between locations with and without for 
the variAnce in the Poisson parameters. with corresponding 

?(2-values and df (ignoring the zero are given in 2. 

The estimates for the negative hlnomial riistrihutlon anr! the 

corresponding X 2-values Are Also given In Table 2. Here the zeroclass 

has been inclur!ed. These VA I ues show ,q reasonAble fi t. The 'X 2-value is 

significant only for the category of roads mixer! traffic. This 

suggests that the distribution of X is indeer! a mixed Poisson distri-

bution of a type as found hy Greenwood F. Yule (1920). The distribution of 

Poisson parameters for the category of roads mixed traffic is 

perhaps more complicated then that of the other road types. 

3. Application of relational techniques for the analysis of roar! 

sections with mixed traffic 

The major aim of the Analyses thAt we hAve .lone first was to find 

relations between 26 rOAd and traffic characteristics of the )H13 single-

lane rOAds with mixed traffic and their ohserver! number of ;;ccidE'nts • 

A list of these characteristics is foun.l in thE' legendA of Figure 2. As 

can be seen from table I, most of the locntions do not have injury 

Accidents within the 5-yenr period. We have accomplisher! a second 

analysis using only the nR5 accident locations. r.anals ;;nalyses are 

in fact "non-linear" multiple-regression analyses, because there was only 

one r!ependent variable: the total number of injury accidf'nts. Fro'l1 Figure 

I we can see that both in the first and In the second analysis the 

scaling of the dependent variable is logarithmic. This is in agreement 

with the assumption of a multiplicative (log-linear) model: the model is 

linear in the independent variahles with regArd to the log-value of the 

accident numbers. Also the conclusion, drawn from the fit of the 

truncated Poisson distribution, that the difference in Poisson pArameters 
is more complicated than between locations with and without accidents, ls 

confirmed with this scaling. If there had been a clear distinction, then 

we should have found a dichotomous scale. The scale found here suggests a 

more continuous distribution of accident probabilities. 

Here we will not discuss the solutions with respect to the indep(·nnent 

variables. The main difference in hoth solutions was due to tIll' influence 
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Fi.g 1. scale val"e vt,rsus nllmhpr of arcirlpnLs ( on a log-scale ) 
for the total set of locations wi th lIIixpd traffic (1:G 1) ancl 
for the spt of accident locatioJlR wi th mixpo traffiC' (1:(; 1,\). 

of traffic volume on accident numbers. Traffic volume is an important 

variable in the analysis of all locations but not in the analysis of 

accident locations only. 
Succeeding analyses were concerned with more than one oependent variable. 

In these analyses various types of accidents were investigated 

with the total number of accidents. The total number of accioents was 

included in each analysis in order to find an explanation for the 

specific accident types in addition to the explanation of the total 

number of accidents. For these analyses we used only the 6HS locations 

with accidents. Some analyses had more than two dependent variahles. 
will describe one of these non-linear canonical analyses here in order to 

explain the black spot method. We choose the analysis with the total 

number of accidents and the number of fatal accidents as dependent 

variables. This analysis has bepn done in order to investigate to what 

- R -

extend the explanation of the most severe accidents differs from that of 

less severe accidents • 
The first canonical axis corresponds almost completely to the total 

number of accidents. The canonical eorrelation after rescaling is 

rei = .41 • 
The second canonical axis corresponds primarily to the number of fatal 

accidents. The eanonical correlation for this axis is rc2 = .27. In order 

to visualize relations hetween variables, we may represent variables 

graphicly hy vectors in a space spanned by the locations (a space with 
bH, dimensions). The correlation between two variables is then rep-

resented by the cosine of the anele between the correspondinR vectors. A 
correlation of means a cosine of 1 and angle of 0 degrees. A 

correlation of 0 meanR an of 90 degrees. 
In figure 2 the projection of the independent variables on the plane 

through the dependent vnriables (in the space spanned by the locations) 

is given for the variablps. 

Figure 1 ShOWR us the of the oependent vllriableg and the most 
important indepenoent variables for the explanation i.e. the variables 

with the larp,est projections. If we look ilt the canonical correlations, 
then at first glance these villues seem to be low. Especially for a 

situation where 20 indepenoent vari.;lbles nre used which are rescaled such 

that the canonical correlation is maximal. He did a bootstrap analysis to 

invest ig,1te the stability of the solution. This boots trap analysis was 

none by taking samples (with replacement) from the 685 locations. In 

orner to make comparisons with the original analysis, each sample existed 
ngain of 085 loclltions. \-Ie concluded that the results were more stable 

thlln expected. A plot of the hootstrap-analysis is given in figure 

4. rrom this boots trap study we estimated the canonic"l correlations for 

the population to he rcl = .35 ann rc2 = .20 for the first and second 

dimension. 

Reflection on these figures learned that the the correlations may be that 
low primarily due to the low accident figures for each location and not 

because of the non-existence of relations between the accident 
probabilities and the characteristics of the locations. We cannot predict 

such smllll accident figures for locations accurately even if we know the 

real accident probabilities. This was in fact our initial problem. In 
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order to investigate to what extend this effect mi),ht influence our 

results, we a study as follows. 
The canonical scores for the locations that resulted from the analysis 
may be regarded as proportional to the logarithm of the prohahility of nn 

accident at that location, hecause of the fact that the first canonical 
axis almost completely coincides with rescaled numher of accidents. 

Therefore we these values into real accident prohahilities 

for the 685 locations and regardeel these values as real population 

values. We then used these values as multinomial probahilities in "n 
experiment in which we elistributed 404 accidents over the locations, 

according to the multinomial probahilities. We. have chosen this number of 

accidents, because there are ]089 - 681 = 404 accidents that are freely 
distributed over the total set of accident locations. 
Then we computed the correlation between the accident probahilities "nel 
the number of allocated accidents that resulted from the ffiultinominl 

experiment. The mean correlation for lOO of these Monte-Carlo runs "as r 

= .45. Using samples of 10 times as much accidents (4040 accidents), we 

found I' - .84, this to give an indication of the increase of I' with 
sample size. From the Monte-Carlo study we conclude that the maximum 

value to be expected for the canonical correlation of the first rlimension 

is .45. The estimated population-value of rcl = .15, resulting from the 

bootstrap study, seems rather high if we compare this value with the 

maximum of .45. 
Therefore our conclusion is that, hecause we used the information of ,,11 
locations together in our canonical analysis, we were able to predict the 

accident probability for each location " lot better from the rond and 
traffic characteristics of the locations than it should have heen 

possible using their accident number only. 
Furthermore, this analysis gives us the relation between the danger and 

the road and traffic characteristics. This information can be used in 

order to take countermeasnres. 

4. Rlack-spot investigation based on non-metric canonical analysis 

In the previous paragraphs, we found that the accident probahilites of 

locations rliffer especially for roads with mixed traffic. Furthermore we 
found that relational techniques for categorical data seem to he useful 
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Figure 2 

techniques to prerlict i1ccirlent potentii11. will give here a more 
explicite rlescription of how these techniques can he used for black spot 

analysis. 
In to accomplish i1n i1nalysis as descrihed, we have to collect the 

relevi1nt elata for the investigation. The ohject of investigation may be 
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an intersection, a road section of some specific length as we used in the 
example, a pedestrian crossing in a small residential area, although the 

detailed comparison of areas will hecome difficult. 
For each object we have to measure the criterion value(s), e.g. the total 

number of injury accidents, accidents at daytime and accidents 

with pedestrians involved etc. 
Furthermore we must select the relevant characteristics of the units with 
regard to the explanation of our criterion. For hlack spot analYSiS, this 

will be primarily variables that are related to road characteristics or 

road conditions and controlling variables such as traffic volume, 

percentage of freight vehicles etc. This results in a "data matrix" 

consisting of n rows, corresponding to the n ohjects and m columns 

corresponding to the m characteristics. After the r.anllls analysis we 

a new data matrix of rescaled variables. This rescaling is part of the 

solution that describes the relation hetween the criterion And the road 

and traffic characteristics. In addition, the solution results in an 

ordering of the characteristics with regard to the contrihution of the 

independent variables to the explanation of safety. Finally we get an 

ordering of the locations with regArd to unsafetv. 
In the example that has been described, we find a rescaling for each 

characteristic, and an ordering of objects and variables for each 
dimension. Table 3 shows this ordering for the first dimension. Only the 

five most important explaining variables are represented for the 25 most 

dangerous and 2S least dangerous locations. Table 4 shows us the 

data for the second dimension. Fiqure 1 gave us the scaling of the five 
major independent variables for each dimension and the scaling of the 

dependent variables. 
If we look e.g. at location 1 Ilnd 4 of Tahle 3, we see that these are two 

adjacent locations that Ilre curved and have two Ilnd three minor crossings 

respectively. Furthermore the road is rather small at these points ( 6 

m) and has orientation lighting. One location has one accident, the other 

has three accidents, including one fatal accident. Figure 5 gives us an 

idea of these locations. 

A plot of the most dangerous locations on a mal' may structural 

countermeasures. An analysis of and comparison with the least dangetuu5 

spots may also suggest countermeasures. 
From Table 4 we see that if we want to concentrate on fatal accidents, 

countermeasures with regard to a high percentage of freight vehicles, 

, 
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25 locations with highest canonical scores on first dimension 
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10202406 -2.33 4 -0.756 2 1 -0.541 -0.942 1. 563 -0.223 -0.220 
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'0202126 -2.667 -0.756 2 1 -0.547 1.062 1. 563 -0.223 -0.2?,Q 

25 locations with lowest canonical scores on first dimension 

order of the locations with regard to the p .... (dicted accident potential 
(first canonical dimension) together with information about the most relevant chardctt'rtsri<:s 
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Figure 4 
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together with bicycle volumes seem to be urgent. The first five 

locations are almost adjacent. Two of the locations have two fatal 
accidents. Figure & gives us an idea of these locations. Structural 

measures instead of measures on the locations itself seem to be indicated 

here. 
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fig. 5. Hazardous location of first dimension 

This is just an example to show that this technique works and how it 

works. 

Finally we will mention the advantage of this procedure for the evaluation 

of safety measures. A general problem in the evaluation of safety 

measures is the effect of the "regression-to-the-mean". This effect is 

due to the fact that if we divide the locations into two groups, one with 

high numbers of accidents in the past and the other with low accident 

numbers, then there will be a tendency for the mean accident number of 

the first group to decrease in time anrl for the mean accident number of 

the second group to increase, even if we do not change any location. This 

results from the fact that several locations in the first group have high 

accident numbers and several locations in the second group low accident 

numbers by chance. These effects can be very substantial and suggest 

accirlent reductions that are far too optimistic. 
We may want to solve the problem by incorporating the accirlents of all 

locations (inclurling the locations that have not been treated) in the 

evaluation sturly or even estimate the regression-to-the-mean effect using 
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Fig. 6. Hazardous location of second dimension 

the non-treated locations only. Here we do not have to deal with this 
problem, because we can estimate the expected number of accidents for a 
given location if there will be no treatment. Furthermore we can compute 
the accident reduction as a result of the countermeasures that have been 
taken, without referring directly to the number of accidents that 
occurred in the past on that location. 
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